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CONVERGENCE OF G-LEARNING

In this section we prove the convergence of G to the op-
timal G™, with probability 1, under the G-learning update
rule

G(st,at) + (1 — ap)G(st, ar) (1)

oy (ct — X log (Zp ‘St+1 BG(StJrha/))) .

supremum norm is defined as
and that the optimal G function

Recall that the
|00 = max; |z,

satisfies
G"(s,a) = Eq[c|s, d] 2)
—%E llOgZp /‘S —BG™( s’a')]
= B*[G*](&a). (3)

The convergence proof relies on the following Lemma.

Lemma 1. The operator B*[G](;, o) defined in (3) is a con-
traction in the supremum norm.

Proof. Let us define

BW[G](S’G) = kﬂ(s a) @)
+’yzp |s,a)m(a[s")G (s, d’),
where
k™ (s,a) = Eglc|s, d] ®)
+%/Z/p(s’|s,a a'ls’) log ﬂ((“,l‘:).

Now, for any policy m, the operator (@) is a contraction un-
der the supremum norm [1], i.e. for any G and G»

IB"[G1] = B"[Ga]l0e < 7[G1 — Gafoo- (6)
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Also note that

B7[Gil(s,0) = min BT[Gil(s.a), o
and that the optimum is achieved for
plas)e PG
. (als) = 5o ®
> plal|s)e=BGi(sa)
The Lemma now follows from
|B*[G1] — B*[Ga]|__ ©)
) [B*[G1](s,0) = B*[Gal (5,0
) B4 [G1](5.0) — B2 G (s,0)]
(choose i = arg min B™¢: [G;] (s 4))
< max ma [B (G .0y — BTGl |
= max B [G1] - B™ (Gl
< ’Y|G1 - G2|oo -

The update equation (1)) of the algorithm can be written as
a stochastic iteration equation

(1 — O[t)Gt(St, at) (10)

+ oy (B*[Gt](st,at) + Zt(Ct, St-i—l))

where the random variable z; is

Zt(cta 5t+1) = — B*[Gt](st,at) (11)
+o—Flog) p(a[sg1)e PG e,

Gt+1(5t7 at) =

Note that z; has expectation 0. Many results exist for iter-
ative equations of the type (10). In particular, given condi-

tions
E ap = OO
t

the contractive nature of B*, infinite visits to each pair
(s¢,a¢) and assuming that |z;| < oo, G is guaranteed
to converge to the optimal G* with probability 1 [1} 2].

D af <o, (12)
t
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