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MOTIVATIONS OF THE WORK

• Capacity Constraints: cognitive limitations refer to the finite capacity and processing limitations of the human mind [Miller 56]

• Abductive explanations are often too large to be interpretable and computing probabilistic explanations is an NP-hard problem

NOTATIONS AND PROBLEM FORMULATION

• Error Function: Given a classifier h : {0, 1}d −→ {0, 1}, and an instance x ∈ {0, 1}d for which the prediction h(x) must be explained, let
ϵh,x : 2[d] −→ R+ denote the error function given by:

ϵh,x(S) =
|{z ∈ {0, 1}d : h(z) ̸= h(x) and zS = xS}|

|{z ∈ {0, 1}d : zS = xS}|
=

µh,x(S)

2d−|S| (1)

• Probabilistic Explanation: Given a precision parameter σ ∈ [0, 1). An explanation S is called (1− σ)-probable if S satisfies : ϵh,x(S) ≤ 1− σ.

• Problem 1: Given a classifier h : {0, 1}d → {0, 1}, an instance x ∈ {0, 1}d, a set I ⊆ {1, 2, . . . , d} of features, and a size limit k ≤ |I|, find a
subset S ⊆ I of size at most k such that ϵh,x(S) is minimized

SUPERMODULAR MINIMIZATION

• Proposition 1: Let h : {0, 1}d → {0, 1} be a classifier, x ∈ {0, 1}d an in-
stance, and I ⊆ [d]. µh,x(.) is supermodular and non-increasing.

• Proposition 2: Let S∗ be an optimal solution of problem 1, let c be the cur-
vature of µh,x(.) over 2I , and assume that I is an abductive explanation for
h and x. Then, the solution SGD and SGA returned by GD and GD satisfies:

ϵh,x(SGD) ≤
(

ep−1
p

)
ϵh,x(S

∗) and ϵh,x(SGA) ≤
(

1
1−c

)
ϵh,x(S

∗)

where p = c
1−c < 1

Example 1: Consider the classifier h : {0, 1}3 −→ {0, 1} specified
by the function: h(x) = 1 ⇐⇒ x1x2x3 + x1x2 − x1 − x2 ≥ 0

The figure shows the error ϵh,x(.) (blue), the number of mistakes
µh,x(S) (magenta). Given the instance x = (1, 1, 1) for which we
need to explain h(x) = 1, and using the Hasse diagram in figure,
we observe that {x1, x2, x3} is abductive explanation. However,

{x1, x2} and {x3} are subset-minimal explanations with a
probability at least 1

2 for h and x.

EMPIRICAL RESULTS "EXPERIMENTAL RESULTS ON 25 BENCHMARKS FOR DECISION TREE, USING k = 7± 2"

CONCLUSION AND FUTURE WORK

• The experimental results demonstrate that our greedy algorithms are highly effective for approximating a probabilistic explanation

• Approximating an abductive explanation of minimal size for a Boolean classifier through supermodular optimization

• Extending approximation algorithms to hypothesis classes for which the problem of evaluating µh,x(.) is intractable using sampling methods


