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Abstract

In reinforcement learning, agents that consider the
context or current state when transferring source
policies have been shown to outperform context-
free approaches. However, existing approaches suf-
fer from limitations, including sensitivity to sparse
or delayed rewards and estimation errors in values.
One important insight is that explicit learned mod-
els of the source dynamics, when available, could
benefit contextual transfer in such settings. In this
paper, we assume a family of tasks with shared sub-
goals but different dynamics, and availability of es-
timated dynamics and policies for source tasks. To
deal with possible estimation errors in dynamics,
we introduce a novel Bayesian mixture-of-experts
for learning state-dependent beliefs over source
task dynamics that match the target dynamics us-
ing state transitions collected from the target task.
The mixture is easy to interpret, is robust to esti-
mation errors in dynamics, and is compatible with
most RL algorithms. We incorporate it into stan-
dard policy reuse frameworks and demonstrate its
effectiveness on benchmarks from OpenAl gym.

1 INTRODUCTION

Reinforcement learning (RL) is a general framework for
developing artificial agents that learn to make complex deci-
sions by interacting with an environment. In recent years, RL
algorithms have achieved state-of-the-art performance on
simulated tasks such as Atari games [Mnih et al.} 2015]] and
real-world applications [Gu et al.,|2017]]. However, model-
free RL algorithms are sensitive to the choice of reward or
hyper-parameters [Henderson et al.l 2018 |Seo et al.|[2019],
and are often not sample-efficient [Yarats et al.,[2019].
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To address this concern, transfer learning reduces the num-
ber of samples required to learn a new (target) task by
reusing previously acquired knowledge from other simi-
lar (source) tasks [[Lazaricl 2012} Taylor and Stone}, [2009]].
Many papers in this area focus on reusing policies, because
it is intuitive and direct, and does not rely on value functions
that can be difficult to estimate [[Van Hasselt et al., [ 2016].
Furthermore, transferring policies from multiple sources
can be more effective than a single policy [Fernandez and
Velosol, 2006, Rosman et al., 2016]]. However, to make such
transfer successful in practice, a learning agent should be
able to identify which source policies are relevant in each
state of the target environment, referred to as contextual
transfer |Taylor and Stone, [2009]]. In recent years, various
frameworks have been proposed to tackle this problem. The
hierarchical RL framework is naturally well-suited because
it decomposes complex goals into simpler sub-goals — each
requiring distinct yet complementary skills to be learned
— which must then be combined to solve the original prob-
lem. Perhaps the best-known approach in this category is
the options framework, which models the choice of source
policy as a temporally-extended action, embedding it within
MDPs [Sutton et al., [{1999]. However, such transfer methods
typically assign credit based on observed rewards, which
could be sparse or significantly delayed, and can therefore
be sensitive to estimation errors in value functions.

On the other hand, learned estimates of the source dynamics,
when available, could offer a strong contextual indicator of
which source policies to use, without suffering from the
aforementioned problems. Such estimates have been used in
many relevant areas, such as transferring from simulators to
the real world [Tan et al.,2018]] or fine-tuning policies ob-
tained using model-based learners [Nagabandi et al., 2018]].
They are also routinely available in many industrial and
practical settings. For example, in asset maintenance, practi-
tioners often rely on a digital reconstruction of a machine
and its operating environment, called a digital twin, to learn
a maintenance policy [Aivaliotis et al.,2019]]. Here, source
tasks could represent models of optimal control under a wide
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range of conditions, such as different climate and weather
forecasts, or hypothetical usage and degradation patterns
associated with the asset. They are also prevalent in other
fields, such as drug discovery [Durrant and McCammon),
2011], robotics [[Christiano et al.| 2016[] or manufacturing
[Shao and Helu, [2020]]. Furthermore, in order to achieve
robustness in these settings, one can simulate high-risk sce-
narios that do not occur often in practice and contextually
transfer this information to the real-world target learner to
enhance its safety during unexpected events.

Starting with this insight, we consider a family of tasks with
shared sub-goals [McGovern and Bartol 2001] but different
dynamics [Eysenbach et al., 2021} Tirinzoni et al., 2019].
Furthermore, both the dynamics and control policies of the
source tasks are estimated prior to transfer, although we do
not require that the source dynamics are precisely learned,
as demonstrated in our experiments. To enable contextual
policy transfer, we introduce a novel Bayesian framework
for autonomously identifying and combining promising sub-
regions from multiple source tasks. This is done by placing
state-dependent Dirichlet priors over source task dynam-
ics, and learning the corresponding posterior distributions
using state trajectories sampled from the target task. Fur-
thermore, explicit knowledge of the target dynamics is not
necessary, making our approach model-free with respect
to the target task, which is a critical assumption when the
target task has sparse data. Finally, naive tabulation of state-
dependent priors is intractable in large or continuous state
spaces, so we parameterize it as a deep neural network. In-
terpreted as a contextual mixture-of-experts (MoE) [Jacobs
et al.l [1991]], it serves as a surrogate model for informing
the state-dependent contextual selection of source policies
for locally exploring promising actions in each state.

Our approach has several key advantages over other existing
methods. First, Bayesian inference methods can effectively
“smooth" the noise in the training data, allowing source tasks
to be selected robustly even in the presence of noise in the
estimates of the source dynamics [Gimelfarb et al.| 2020].
Also, our method only requires the source dynamics to be
used for measuring task similarity, and can thus be applied
in typical model-free settings. Coupled with the Bayesian
formulation, this makes our approach robust to estimation
errors in source dynamics as we demonstrate empirically.
Second, the mixture model is amenable to function approx-
imation, and can therefore benefit from advances in deep
function approximation [Krizhevsky et al., 2012], while
still being Bayesian. Third, our approach separates reason-
ing about task similarity from policy learning, making it
agnostic to the reinforcement learning algorithm and the
type of knowledge transferred. This facilitates transfer of
value functions, source dynamics, and other knowledge rep-
resentations between tasks, though we only focus on policy
transfer in this work. Finally, the learned posterior is easy to
interpret, as we demonstrate empirically (Figures @] and 3)).

The main contributions of this paper are threefold:

1. We introduce a contextual mixture-of-experts model to
efficiently learn state-dependent posterior distributions
over source task models for discrete (Section[3.1)) and
continuous MDPs (Section [3.2));

2. We show how the trained mixture model can be in-
corporated into existing transfer learning frameworks,
namely policy reuse for improving exploration (Sec-
tion and reward shaping for dealing with sparse
rewards (Section[3.4);

3. We demonstrate the effectiveness and generality of
our approach by testing it.on problems with discrete
and continuous spaces, including physics simulations
(Section ).

Overall, our paper is the first to leverage learned source dy-
namics to contextually transfer policies, and to demonstrate
the ability for a target policy to adapt stably even in the
presence of imperfect estimates of the dynamics.

2  PRELIMINARIES

Markov Decision Process We follow the framework of
Markov decision processes (MDPs) [Puterman, [2014]], de-
fined as five-tuples (S, A, P, R,v): S is a set of states,
A is a set of actions, P(s'|s,a) are the state dynamics,
R(s,a,s’) is a bounded reward function, and v € [0, 1]
is a discount factor. In deterministic problems, the state
dynamics are typically represented as a deterministic map
s’ = f(s,a). The objective of an agent is to find an op-
timal deterministic policy 7* : & — A that maximizes
the discounted cumulative reward, defined as Q™ (s,a) =

T .
Eg,nop,apor | 2op—0 Y7t | S0 = 8, a0 = a, starting from an

initial state-action pair (s, a), where r = R(s¢, a4, St+1)-

Reinforcement Learning In the reinforcement learn-
ing setting, neither P nor R are assumed to be
known by the agent. Instead, the agent collects data
(so,a0,70, $1,01,71, - .. ST) by interacting with the envi-
ronment through a randomized exploration policy. In model-
based RL (MBRL), the agent uses this data to first estimate
P and R, and then uses these estimates to learn the optimal
policy 7*. In model-free RL, an agent learns the optimal
policy 7* directly without estimating P nor R [Sutton and
Barto, [2018].

Learning Dynamics In model-based RL, a model of the
state dynamics is defined and trained through repeated inter-
actions with the environment. It returns an estimate of the
next state directly 8 = f(s, a) in deterministic MDPs, or ap-
proximates its distribution in stochastic MDPs, for instance
using a parameteric model such as a normal distribution

§ ~ N (u(s,a),X(s,a)) [Levine and Abbeel, 2014] or a



non-parameteric model such as a Gaussian process [Deisen{
roth and Rasmussen, 2011]]. Subsequently, samples from
the trained dynamics model can be used to augment the real
experience when training the policy [Kaiser et al., 2020].
In this paper, we use dynamics to implement efficient and
robust transfer of policies between tasks.

Transfer Learning We are interested in solving the fol-
lowing transfer learning problem. A library of n > 1 source
tasks and a single target task are provided, with common
S and A, common sub-goals, but different dynamics. For
each source task ¢ = 1, 2. .. n, the control policy 7] and the
underlying dynamics P;(s'|s,a) or f;(s,a) are estimated
from data. More generally, it is possible to transfer sample
data, value functions, or other sources of domain knowledge
in our framework, but we only study policy transfer in this
paper. The main objective is to make use of this knowledge
to solve the new target task in an efficient online manner.

3 CONTEXTUAL POLICY TRANSFER

In many domains, the state dynamics of a target task may
be locally similar to one source task in one region of the
state space, but a different source task in another region. By
reasoning about task similarity locally in different regions
of the state space, an RL agent can make more efficient
use of source task knowledge. In this section, we proceed
to model and learn state-dependent contextual similarity
between source tasks and a target task. We also derive a
theoretical result to justify our use of source dynamics.

An overview of our framework applied with DQN [Mnih
et al., [2015] is illustrated in Figure m which will be de-
scribed in detail in the following subsections. The main
components of our framework include: the Q-value function,
parameterized as ¥ with loss £pgn; the mixture network
parameterized as 6 with loss function £, that learns the sim-
ilarity b between source and target tasks in each state s; the
environment Env. that is interacted with using a behavior
policy 7%, derived from @ and reshaped by the source poli-
cies and the predictions of the mixture network; and a buffer
of previous data D that trains both the DQN and the mixture
network in an offline batched manner.

3.1 DEEP CONTEXTUAL
MIXTURE-OF-EXPERTS

In order to develop a Bayesian framework for measuring
task similarity, we first introduce a state-dependent prior
P (w|s) over combinations w of source task models. This
prior will be updated to a posterior P (w|s, D;) that tries to
match the true (unknown) target dynamics, using transitions
Dy = {(sryar,8:41), T = 1,2...t} collected from the
target environment up to each time instant ¢. Here, w € R"
consists of non-negative elements such that >, w; = 1.

L L
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Figure 1: A conceptual illustration of the proposed frame-
work with a source-policy guided behavior policy 7° for
exploration (Algorithm 2)). Here, the agent’s Q-values are
modeled using the DQN architecture [Mnih et al., [2015]],
with parameters ¥ and standard TD-loss Lpgon used to
train Q-values offline on batches of samples from a replay
buffer. Please note that the learning of the contextual mixture
b(-; 0) is independent of the Q-values, so the DQN archi-
tecture could be replaced by other reinforcement learning
architectures, including those that do not learn Q-values.

Using combinations to model uncertainty in source task
selection in this way can be viewed as Bayesian model com-
bination. This is much more general than Bayesian model
averaging techniques, since w can converge to a mixture
over source dynamics, rather than collapse to a single source
task. This has been shown to provide several advantages,
including more stable convergence and robustness to model
misspecification [Minka, 2000, Monteith et al., 2011].

In our setting, exact inference for w is intractable, so we
model w using a surrogate probability distribution. Since
each realization of w is a discrete probability distribution, a
suitable conjugate prior for w in each state s is a Dirichlet
distribution |Gimelfarb et al.|[2018] with density

P (W|S, Dt) X H wiat,i,(s)—17
i=1

where a;; : S — Rforalli =1,2...nandt =0,1,2,...
outputs a vector with strictly positive entries. By averaging
out the uncertainty in w, we can obtain a posterior estimator
P (s'|s, a, Dy) of target dynamics:

P(s'|s,a,D;) = /P(s’|s,a,w)P(w|s,Dt)dw
:/ZIP(S'LS,&,W,Z’)P(i\w,s)P(w|s,Dt)dw
i=1
:/Z]51-(5’|s7a)wiIP’(w|s,’Dt)dw
i=1
= ZE(S’|s,a)/wiP(w|s,Dt)dw

=" Pi(s/15,0) Bun wie,y) 0] M



In the following sections, we will instead refer to the follow-
ing normalized form of (I))

n

(s'|s,a,Dy) :Z

s'|s,a) by i(s), 2)

where by ;(s) = Ewp (wjs,p,) [Wi] = #{5)(5) is seen

as a contextual mixture or belief over source task models.

In a tabular setting, it is feasible to maintain separate esti-
mates of b, ;(s) per state using approximate Bayes’ infer-
ence [Andrieu et al., 2003 |(Gimelfarb et al.,[2018|]. However,
maintaining such estimates for large or continuous state
spaces presents inherent computational challenges. Fortu-
nately, as showed, the posterior mean b;(s) is a suffi-
cient estimator of P’ (s’|s, a, D;). Therefore, we can approx-
imate b, (s) directly using a feed-forward neural network
b(s; #) with parameters . The input of b(s; 6) is a vector-
ized representation of s, and the outputs z?(s; ) are fed
through the softmax function b;(s;6) o exp (2¢(s;6)) to
guarantee that b,(s) > 0 and >, b, ;(s) = 1. Now it
is no longer necessary to store all D,, since each sample
can be processed online or in batches. Furthermore, since
6 is a neural network approximation of (2), we can write
P(s|s,a,D;) ~P(s']s,a,b).

In order to learn 6, we minimize the empirical negative
log-likelihood functio given by (2) as:

‘C(e) = - IOg Ps’tharget(s’\s,a) (th)

—log H ZIP’

(s,a,s")€Dy i=1
PO o

(s,a,s’")ED;
The gradient of £(f) has a Bayesian interpretation, as the
following result shows.

(8'|s,a,1i)

P (il6)

s'|s, @) b;(s; 9)) 3)

Proposition 1. For a single sample (s, a, s'):

" 028(s;0)

VoL(0) = ﬁ— (b;(5:0) — p;(s;6))
=t )
(5:0) = Lils'15:0)b; (53 0)
R S B8/, a) bi(s:6)
Proof. Let Z = Y. Pi(s'|s,a) bi(s;0) and apply the

chain rule with b;(s; 0) o exp (22(s;0)):

s'|s,a) bi(s;9)>

Obi(s; 0)

:_*ZP 90

'This corresponds to a uniform (improper) prior P (9).

VoL(0) = —Vylog (Z Bi(

=1

O
=7 2 Pl 2 =5 =5
=1 j=1 7
1= 022(s5:0) <. -, 0b;(s;0)

Jj=1 1=1

" 028(5;0) &
=TS i) (05 = b (55))

j=1 i=1
" 028(s;0)
= Z 89 (b](870) 7p](570))
J=1

This completes the proof. O

Here, b;(s; 0) can be interpreted as a prior. Once a new sam-
ple (s, a, s’) is observed, the posterior distribution p; (s; 6)
is computed using Bayes’ rule, and 6 is updated according
to the difference between prior and posterior, scaled by state
features z?. It is thus expected that by training 6 using gradi-
ent descent on (@), e.g. by updating 6/ = 6 — AV L(6), the
prior b;(s; 0) will eventually be driven to its correct poste-
rior as the number of updates is increased. Regularization of
b;(s; ) can also be easily incorporated by using informative
priors P (6) (e.g. isotropic Gaussian, Laplace) in , and
can lead to smoother posteriors.

Unfortunately, proving the convergence of gradient descent
is outside the scope of this work. However, the framework
proposed above could potentially leverage recent theoretical
developments concerning the convergence of deep learning
models in more general settings [He and Tao} [2020]]. Fur-
thermore, we can also show that incorporating dynamics as
part of the transfer learning process in a contextual way can
lead to better transfer than using a single source task.

Proposition 2. Consider an MDP (S, A, P, R, ~) with fi-
nite S and A and bounded reward R : S — R. Let R be
the reward function in vector form, P~ be an estimate of the
transition probabilities induced by a policy 7 : S — A in
matrix form, and V™ be the corresponding value function
in vector form. Also, let P™ and V™ be the corresponding
values under the true dynamics. Then for any policy T,
VT = V7o <

5 [IR[loc [PT = Pl

T
(1=7)
Proof. First, observe that for any stochastic matrix P,
|P|| = 1, where || - || is the infinity norm, and I — P
is always invertible. Therefore:

oo oo 1
1T =~P) M= D) <D AP =
t=0 t=0
To simplify notation, we write V; = V’T, Vo, =V™ P, =

P™and Py = P™. Then V; = (I — 4P;) 'R and V, =



(I — vP3) 'R [Ng and Russell, 2000]. Now, making use
of the identity X! — Y1 = X~1(Y - X)Y~1:

V™ = VT = |[@—+P1) 'R — (I-7P;) 'R
<X =Py~ = T —P2) R

= [|(T = 7P1) "'y (Py — P1)(I - 7P2) ||| R
SANE =PI = AP2) [Py — PR

1 \?2
< —_— P, - P.|||R
1(122) 1P PlIRL
and so the proof is complete. O

This result justifies our methodology of using source task
dynamics similarity to guide state-dependent policy reuse,
since our choice of contextual P (equation li for sampling
policies would generally result in lower error Hf” —P7 oo,
and thus better values, than that obtained by committing to
a single source task, e.g. P7. This claim will be validated
empirically in Section 4}

3.2 CONDITIONAL RBF NETWORK

In continuous-state tasks with deterministic transitions,
P;(s'|s,a) correspond to Dirac measures, in which case
it is more suitable to learn a model that can predict the
next state f;(s,a) directly. In order to tractably update
the mixture model in this setting, we assume that, given
source task 7 is the correct model of target dynamics,
the probability of observing a transition from state s to
state s’ is a decreasing function of the prediction error
|s" — & = ||s" — fi(s, a)||. More formally, given an arbi-
trarily small region S = [/, s’ + ds'],

P(s' €S |s a,w,i)=p; (Hs’ - fi(s,a)H) ds', (5

where p; : R — R can be interpreted as a normalize(ﬂ
radial basis function (RBF). A popular choice of p;, and
implemented in this paper, is the Gaussian kernel, which
for v; > 0 is given as p;(r) oc exp (—=v;7?). In principle,
v; could be modeled as an additional output of the mix-
ture model, v;(6), and learned from data [Bishop), [1994],
although we treat it as a constant in this paper.

By using (5) and following the derivations leading to (TJ),
we obtain the following result in direct analogy to (2)

P(s € 8]s,0.P0) = pi (Ils' = fils, a)l]) bui(s) ds”.
=1
(6)

Consequently, the results derived in the previous sections,
including the mixture model and loss function for b(s; ),

Technically, we could only require that p; > 0, as the likeli-
hood need not be a valid probability density.

hold by replacing P;(s'|s, a) with p; <||s’ — fi(s,a) ||) . Fur-
thermore, since (6) approximates the target dynamics as a
mixture of kernel functions, it can be viewed as a conditional
analogue of the radial basis function network [|[Broomhead
and Lowel |1988]]. It remains to show how to make use of
this model and the source policies in new target tasks.

3.3 POLICY REUSE FOR EXPLORATION

The most straightforward approach for policy reuse is to
sample a source policy m; at random at each time step ¢
according to b(s; 0), and apply action a = m.(s;) in the
current state s;. To allow for exploration, the agent only
takes advice with probability p; € [0, 1], otherwise fol-
lowing a target exploration policy [Fernandez and Veloso,
2006\, ILi and Zhang}, 2018]]. This resulting behaviour pol-
icy is suitable for any off-policy RL algorithm. We call
this Model-Aware Policy Reuse for Exploration (MAPSE),
and present the corresponding pseudocode for sampling the
modified behavior policy 7* in Algorithm and the overall
training loop for MAPSE in Algorithm 2}

Algorithm 1 PolicyReuse (s;)

Require: s;, b(s:;0), pe, I ={n},... 75}, ®
sample_source_policy ~ Bernoulli(p;)
if sample_source_policy = true then
iy ~ Categorical(b(st; 0)); ar < 77, (s¢)
else
ay ~ 7(sy)
end if
return a,;

Algorithm 2 MAPSE

Require: P;(s'|s,a) (or fi(s,a) and p;) fori =1,2...n,
O={nf,...7:},m0,\D=0,p;
for episode m =1,2,... do
Sample D « (so,ay,ro, 51,0}, 71,...) from the

target task, where a; ~ PolicyReuse(s)
Store D in D

Sample a mini-batch B C D

Update 7 and 6 <— 0 — AV L(6) on B
end for
return m

However, this approach has several shortcomings. Firstly,
it is not clear how to anneal p;, since b(s;0) is learned
over time and is non-stationary. Secondly, using the recom-
mended actions too often can lead to poor test performance,
since the agent may not observe sub-optimal actions enough
times to generalize well to the target task. Finally, since
efficient credit assignment is particularly difficult in sparse
reward problems [Seo et al.|[2019], the effectiveness of this
behavior policy could be limited in practice.



3.4 POTENTIAL-BASED REWARD SHAPING

A more principled approach for incorporating policy advice
is to reshape the original reward function using potential-
based reward shaping (PBRS) [Ng et al, (1999 |Brys
et al.l 2015]]. More specifically, the original reward sig-
nal R;(s,a,s’) at time ¢ is modified to a new signal
Ri(s,a,8") = Ri(s,a,s") + cFi(s,a,s',a’), whereE]

Fi(s,a,8,a") =y ®11(s',d") — ®4(s,a).  (7)

Here, ¢ > 0 defines the strength of the shaped reward signal,
and can be tuned for each problem or empirically scaled to
the magnitude of the rewards. The potential ®;(s, a) is cho-
sen to be the posterior probability P (a|s, D;) that action a
would be recommended by a source policy in state s at time
t. By repeating the derivations leading to (IJ), we can derive
an expression for ®; (s, a) in the Bayesian framework:

D,(s,a) =P (als, Dy)

= Z}P’ (a = W:‘(s)) bi(s; 9). ®)

Note that @]) reduces to [Brys et al| [2015] when n =1
and source policies are deterministic. Unlike MAPSE, this
approach can also be applied on-policy, and preserves pol-
icy optimality [Devlin and Kudenkol 2012]. It can also be
applied for problems with continuous action spaces, by mod-
elling P (a = 7} (s)) using RBFs as discussed earlier. We
call this approach Model-Aware Reward Shaping (MARS),
and present the training loop in Algorithm 3]

Algorithm 3 MARS

Require: P;(s'|s,a) (or fi(s,a) and p;) fori=1,2...n,
D={ny,... 7} 1, 0,A\D=0,c
for episode m =1,2,... do
Sample D «+ (sg, 0,70, S1,01,7},...) from the
target task, where a; ~ 7(s;) and r} is computed

according to (7) and (8)
Store D in D

Sample a mini-batch B € D

Update m and 6 <~ 6 —\VyL(0) on B
end for
return m

Our implementation used look-back shaping rather than the
look-ahead form presented here, in which s, a correspond to the
state-action pair at time ¢ — 1 and s’,a’ correspond to time ¢
rather than ¢ and ¢ 4 1. While policy invariance is not necessarily
guaranteed for look-back shaping in off-policy learning [Wiewiora
et al.,|2003]], we found it to work well and easy to implement.

Remarks The proposed framework is general and modu-
lar and can be combined with most RL algorithms and even
model-based RL. Furthermore, the computational cost of
processing each sample is a linear function of the cost of
evaluating the source task dynamics and policies. Many
extensions to this framework are also possible. For in-
stance, to reduce the effect of negative transfer, it is pos-
sible to estimate the target task dynamics ]Starget(s’ s, a)
or fmrget(s, a), and include it as an additional (n + 1)-st
component in the mixture (2). If this model can be esti-
mated accurately, it can also be used to update the agent
directly. Further improvements for MARS could be obtained
by learning a secondary Q-value function for the potentials
[Harutyunyan et al.|[2015]. We do not investigate these ex-
tensions in this paper, which can form interesting topics for
future study.

4 EMPIRICAL EVALUATION

We evaluate the empirical performance of MAPSE and
MARS in a typical reinforcement learning setting (see Ap-
pendix for details).

Research Questions In particular, our aim is to answer
the following questions:

1. Does b(s;0) learn to select the most relevant source
task(s) in each state?

2. Does MARS (and possibly MAPSE) achieve better
test performance, relative to the number of transitions
observed, over existing baselines?

3. How interpretable is the learned task similarity, as mea-
sured by b(s; 6)?

Baseline Algorithms In order to answer these questions,
we consider tabular Q-learning [Watkins and Dayan, |1992]
and DQN [Mnih et al.| 2015] with MAPSE and MARS, in
which source models and policies are learned separately.
Please note that our approach could also be applied with
model-based approaches. To ensure fair comparison with rel-
evant baselines, we include one recently published context-
free and one contextual policy reuse algorithm:

1. CAPS: a contextual option-based algorithm for hierar-
chical transfer as proposed in L1 et al.| [2019];

2. UCB: a multi-armed bandit algorithm for policy selec-
tion as proposed in|Li and Zhang|[2018]};

3. @1, ®2...: reward shaping for transferring each source
policy ¢ individually as proposed in Brys et al.|[2015]];

4. Q: Q-learning [Watkins and Dayan, [1992]] and DQN
[Mnih et al., 2015]] trained without transfer.



Benchmark Domains To help us compare these base-
lines, we consider three variants of existing prob-
lems, Transfer-Maze, Transfer-CartPole, and Transfer-
SparseLunarLander, that are explained in the subsequent
subsections. These domains are designed to demonstrate the
effectiveness of MAPSE/MARS in discrete and continuous
state spaces and a realistic problem with sparse rewards and
complex physics. The quality of the estimated models also
varies considerably between them, and serves to assess the
stability of b(s; #) in the face of imperfect P

4.1 TRANSFER-MAZE

This domain is a two-dimensional region consisting of cells
arranged in a 30-by-30 grid, and divided into four rooms as
shown in Figure [3] Obstacles are placed to form the rooms
and also scattered throughout to make the task challeng-
ing and assess the ability of b(s) to match local dynamics.
The four possible actions {1eft, up, right, down}
move the agent to the adjacent cell in the corresponding di-
rection, but have no effect if the destination is an obstacle
or boundary. The agent incurs a penalty of 0.02 for hitting a
wall, and otherwise incurs a penalty of 0.01. The goal is to
reach a fixed goal cell in the least number of steps, at which
point the agent receives a reward of 1. The source tasks are
designed to correctly model the interior of only one of the
four rooms, so that only a context-aware algorithm could
learn to utilize the source task knowledge correctly.

(b) Target tasks.

(a) Source tasks.

Figure 3: The Transfer-Maze domain. The agent always
begins in a fixed cell ( ). The goal of the agent is to
navigate to the fixed target cell (red).

We use Q-learning to learn optimal source and target poli-
cies, while the dynamics fi(s, a) are trained using lookup
tables. The agent’s policy is periodically tested on separate
episodes and the number of steps taken to reach the goal
is recorded. The averaged performance is then reported in
Figure[2a] Note that we have omitted the plot for @1, ®2. ..

since convergence could not be obtained after 200,000 steps
using only single policies. FigureE]plots the belief b(s; )
learned and assigned to each of the source tasks over time.
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Figure 4: Each group of 4 plots shows the learned belief
b, (s; 0) assigned to each source task for the Transfer-Maze
experiment, after training on (respectively, left to right, top
to bottom) ¢t = 0, 5K, 10K, 20K, 50K and 100K target
samples. The color indicates the probability, while x- and
y-axes represent the  and y position of the agent.

4.2 TRANSFER-CARTPOLE

The CartPole control problem involves balancing a pole
upright on top of a moving cart [Brockman et al., 2016]. The
state (, &, 0, §) consists of the position and velocity of the
cart, and the angle and angular velocity of the pole. The two
actions correspond to applying an external force to the left
or right side of the cart. To make the problem more difficult,
we allow the external force F'(x) applied to the cart to vary

with position, F'(x) = 35, / 1755 eaersay c08(52)+40. One
way to interpret this is that the surface is not friction-less,
but contains slippery (force of 75) and rough (force of 5)
patches. To learn better policies, the agent can apply half or
full force to the cart in either direction (4 possible actions).
As a result, the correct source policy to transfer in each
state depends on the surface. The problem is made even
more difficult by uniformly initializing 2 € [—1.5,+1.5], to
require the agent to generalize to both surfaces. In the first
two source tasks, the agent balances the pole only on rough
and slippery surfaces, respectively. For the third source task,
the pole length is doubled and F'(x) is set uniformly to 20.

Following Mnih et al.|[2015]], the Q-values are approximated
using a feed-forward neural network, and randomized expe-
rience replay and target networks are employed for stabil-
ity. State dynamics fi(s, a) are also parameterized as feed-
forward neural networks f,. (s, a) with parameters ¢; and
trained using the MSE 10ss 57 3= o syes I8'— fo. (5, )|
on batches B drawn at random from the buffer. To learn
b(s; 0), we use the Gaussian kernel with fixed v. For CAPS,
we follow [Li1 et al.|[2019] and only train the last layer when
learning the options; the learning rate for options is chosen
from {1072,1073,107*} that led to the best performance
on the task. The test performance is defined as the number
of steps that the agent can balance the pole in each episode
before tipping over during testing. The average performance
of all algorithms is illustrated in Figure 2b] Figure [5|plots
the state-dependent belief b(s; 6) learned and assigned to
each source task over time as training progresses.
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Figure 2: Test performance using the greedy policy of the target agent, as a function of the number of target samples: (a)
number of steps to reach goal (b) number of steps balanced (c) cumulative reward. Curves are averaged over 20 trials for
Transfer-Maze and Transfer-CartPole and 10 trials for Transfer-SparseLunarLander.
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Figure 5: Each group of 3 plots shows the learned by (s, 0)
assigned to each source task for Transfer-CartPole, after
training on (left to right, top to bottom) ¢ = 0, 100, 500,
1K, 2.5K and 5K target samples. The color indicates the
probability, while the x- and y-axes represent respectively

the cart position (x) and pole angle (6). Values are averaged
over the other two state components over [—0.5, +0.5].

4.3 TRANSFER-SPARSE LUNAR LANDER

This problem involves landing a spacecraft safely on a lunar
surface [Brockman et al., 2016]. The state is 8-dimensional,
consisting of position, orientation, velocities, angular ve-
locities of the craft, and whether it has come into contact
with the ground. The task is made much more challeng-
ing by deferring all rewards until the end of the episode,
making this a sparse-reward problem. We were unable to
learn accurate dynamics in this setting nor learn a suitable
model-based controller, due to the complexity of the prob-
lem. In particular, the lunar surface terrain is randomly
generated in each episode, making it difficult to predict
ground contact. The first source task teaches the lander
to hover above the landing pad at a fixed region in space
(x € [-0.1,40.1], y € [0.3,0.5]), and fails if the lander
gets too close to the ground. The second source task places
the lander at a random location (x € [—0.5,+0.5], y = 0.4)
above the landing pad, and the agent learns to land the craft
safely. The third source task is equivalent to the original
LunarLander-v2, except the mass of the craft is reduced
to 10% of the original. A successful transfer learning ex-

periment, therefore, should learn to transfer skills from the
hover and land source tasks depending on altitude, and avoid
the risky policy for landing the lighter craft.

To solve this problem, we use a similar setup as Transfer-
CartPole. State components are clipped to [—1, +1], tanh
output activations are used to predict the position and veloc-
ity components of the dynamics, and sigmoid activations
are used to predict binary variables for leg-ground contact.
Furthermore, source dynamics are learned offline on data
collected during policy training to avoid the moving target
problem and improve stability. We obtained an MSE of or-
der 102 for the land and low-mass source task dynamics,
highlighting the difficulty of learning accurate dynamics
for ground contact. The test performance is defined as the
total reward accumulated on each test episode and shown in
Figure[2d Figure[]illustrates the learned belief b(s; 6) on
state trajectories obtained during training.
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Figure 6: Lander’s position on 10 training episodes, col-
lected after t = 0, 10K, 25K and 50K target samples (left to
right). Colors indicate source tasks assigned the largest be-
liefs in by (s; #) in each state s of the trajectories, where red
corresponds to Hover, to Land and blue to Low-Mass.

4.4 DISCUSSION

In all three experiments, we can see that MARS consis-
tently outperforms all other baselines including MAPSE,
in terms of sample efficiency and solution quality. Also,
MAPSE consistently outperforms UCB, as shown in Fig-
ure [2] Figure [6] provide one possible explanation for this,
namely the ability of the mixture model to converge to a
correct representation even when presented with imperfect
source dynamics as in Transfer-SparseLunarLander. Fur-



thermore, on all three domains, MARS achieves asymptotic
performance comparable to, or better, than the best single
potential function ®1, ®2 etc. This reaffirms our hypothe-
sis that reward shaping can improve generalization on test
data with little tuning. Furthermore, we conjecture that the
inconsistent performance of CAPS is due to its reliance on
fluctuating Q-values, that can be especially difficult to esti-
mate in sparse-reward settings, as evidenced in Figure
This is mitigated in MARS and MAPSE by their reliance
instead on more stable samples of the dynamics, that can
be learned offline prior to target task training. On the other
hand, UCB does not perform well, converging asymptoti-
cally to a single source policy uniformly across the state
space and demonstrating the need for contextual transfer.

Imperfect Transfer MAPSE and MARS can be most ef-
fective when the target task naturally breaks up into simpler
subtasks as in Transfer-Maze. However, in states s where
none of the source policies is relevant for transfer, there isn’t
necessary an optimal b(s; #). To demonstrate the potential
limitations of MAPSE/MARS in such settings, we rerun
the Transfer-Maze experiment but omit one of the 4 source
policies. The training then proceeds as described previously
4 times (once for each possible omitted source policy), and
the averaged performance is illustrated in Figure
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Figure 7: Average number of steps to reach the goal, after
one source policy is omitted in Transfer-Maze.

Interestingly, all baselines perform worse than standard Q-
learning. Furthermore, unlike the perfect transfer setting,
MAPSE now learns a better policy than MARS. One possi-
ble explanation for this is that RL is highly sensitive to un-
informative rewards now arising from @, whereas MAPSE
anneals p,,, quickly to zero and eventually learns the right
policy without relying on bad advice. The idea of annealing
could potentially be applied to anneal the ¢ hyper-parameter
for MARS in a similar manner. Finally, CAPS failed to find
a meaningful policy in 2 out of the 4 cases, while performing
well on the remaining 2. Once again, the reliance of MAPSE
and MARS on stable samples of the dynamics could provide
some degree of robustness against negative transfer, which
could be improved further by learning a model of target
dynamics as discussed at the end of Section [3.4}

S RELATED WORK

State-dependent contextual transfer with multiple source
policies is an emerging topic in transfer learning. Different
approaches for solving this problem have been proposed
in different settings, including soft attention [Rajendran
et al.,2017], bi-level optimization [[Li and Kudenko) 2018]],
and options [Li et al.,|2019]. Bayesian approaches include
the AC-Teach framework of Kurenkov et al.|[2019]], which
used Bayesian DDPG to learn probability distributions over
Q-values corresponding to student and teacher actions. How-
ever, this approach was specific to DDPG and continuous
control problems. Our paper complements existing work by
using source task dynamics rather than value functions to
reason about task similarity, and is compatible with most
model-based and model-free RL algorithms. More generally,
our work is related to hierarchical reinforcement learning
[Goyal et al.; 2020, Li et al., 2019, Peng et al.,|2019, |Yang
et al., [2020], in which policies can be decomposed and
transferred as low-level primitives.

Potential-based reward shaping (PBRS) was first introduced
in Ng et al.| [[1999] for constructing dense reward signals
without changing the optimal policies. Later, Wiewiora et al.
[2003]] and |Devlin and Kudenko| [2012]] extended this to
action- and time-dependent shaping, respectively. More re-
cently, [Harutyunyan et al.|[2015]] combined these two exten-
sions into one framework and used it to incorporate arbitrary
reward functions. Brys et al.|[2015] made the connection
between PBRS and policy reuse, by turning a single source
policy into a binary reward signal and applying Harutyunyan
et al.|[2015]]. Later, Suay et al.[|[2016] recovered a poten-
tial function from demonstrations directly using inverse RL.
Our paper extends [Brys et al.| [2015]] by reusing multiple
source policies in a contextual way compatible with modern
deep RL. Thus, our paper contributes to the expanding body
of research on policy transfer and reward shaping.

6 CONCLUSION

We investigated transfer of policies from multiple source
tasks with common sub-goals. We showed theoretically how
errors in dynamics are related to errors in policy values. We
then used estimates of source task dynamics to contextually
measure similarity between source and target tasks using a
deep mixture model. We introduced MARS and MAPSE to
use this information to transfer policies from the source tasks
to the target task. Experiments showed strong performance
of MARS and thus the advantages of leveraging more stable
dynamics as a novel means of deep contextual transfer.
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