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Abstract

Ranking models are typically designed to opti-
mize some measure of immediate utility to the
users. As a result, they have been unable to
anticipate an increasing number of undesira-
ble long-term consequences of their proposed
rankings, from fueling the spread of misin-
formation and increasing polarization to de-
grading social discourse. Can we design ran-
king models that anticipate the consequences
of their proposed rankings and are able to
avoid the undesirable ones? In this paper, we
first introduce a joint representation of ran-
kings and user dynamics using Markov deci-
sion processes. Then, we show that this repre-
sentation greatly simplifies the construction of
consequential ranking models that trade off the
immediate utility and the long-term welfare. In
particular, we can obtain optimal consequen-
tial rankings by applying weighted sampling
on the rankings provided by models that maxi-
mize measures of immediate utility. However,
in practice, such a strategy may be inefficient
and impractical, specially in high dimensional
scenarios. To overcome this, we introduce
an efficient gradient-based algorithm to learn
parameterized consequential ranking models
that effectively approximate optimal ones. We
illustrate our methodology using synthetic and
real data gathered from Reddit and show that
our consequential rankings may mitigate the
spread of misinformation and improve the ci-
vility of online discussions.

1 INTRODUCTION
Rankings are ubiquitous across a large variety of on-
line services, from search engines, online shops and re-
commender systems to social media and online dating.
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They have undoubtedly increased the utility users obtain
from online services. However, rankings have also been
blamed for negative developments, particularly in the
context of social and information systems, from fueling
the spread of misinformation (Vosoughi et al., 2018), in-
creasing polarization (Herrman, J., 2016) and degrading
social discourse (Wong, 2017), to undermining democ-
racy (Vaidhyanathan, 2017). As the decisions taken by
ranking models become more consequential to individu-
als and society, one must ask: what went wrong in these
cases?

Current ranking models are typically designed to opti-
mize immediate measures of utility, which often reward
instant gratification. For example, one of the guiding
technical principles behind the optimization of ranking
models in the information retrieval literature, the proba-

bility ranking principle (Robertson, 1977), states that the
optimal ranking should order items in terms of probabi-
lity of relevance to the user. However, such measures
of immediate utility do not account for long-term con-
sequences. As a result, ranking models often have an
unexpected cost to the long-term welfare. In this work,
our goal is to design consequential ranking models which
anticipate the long-term consequences of their proposed
rankings.

More specifically, we focus on a problem setting that
fits a variety of real-world applications, including those
mentioned previously: at every time step, an existing
ranking model receives a set of items and ranks these
items on the basis of a measure of immediate (possi-
bly unknown) utility1 and a set of features. Items may
appear over time and be present at several time steps.
Moreover, their corresponding features may also change
over time and these changes may be due to the influ-
ence of previous rankings. For example, the number of
likes, votes, or comments—the features—that a post—

1Our methodology does not need to observe the immediate utility the ranking
model based their rankings on.



the item—published by a user receives in social media
depends largely on its ranking position (Hodas & Ler-
man, 2012; Gomez-Rodriguez et al., 2014; Lerman &
Hogg, 2014; Kang & Lerman, 2015). Moreover, for eve-
ry sequence of rankings, there is an associated long-term
(cost to the) welfare, whose specific definition is appli-
cation dependent. For example, in information integrity,
the welfare may be defined based on the number of posts
including misinformation at the top of the rankings, ave-
raged over time. Our goal is then to construct conse-
quential ranking models that optimally trade off fidelity
to the original ranking model maximizing immediate uti-
lity and long-term welfare2.

Contributions. In this paper, we first introduce a joint
representation of ranking models and user dynamics
using Markov decisions processes (MDPs), which is par-
ticularly well-fitted to faithfully characterize the above
problem setting3. Then, we show that this representation
greatly simplifies the construction of consequential ran-
king models that trade off fidelity to the rankings pro-
vided by a ranking model maximizing immediate uti-
lity and the long-term welfare. More specifically, we
apply Bellman’s principle of optimality and show that it
is possible to derive an analytical expression for the opti-
mal consequential ranking model in terms of the orig-
inal ranking model and the cost to the welfare. This
means that we can obtain optimal consequential rank-
ings by applying weighted sampling on the rankings pro-
vided by the original ranking model using the (exponen-
tiated) cost to welfare. However, in practice, such a naive
sampling will be inefficient, especially in the presence
of high-dimensional features. Therefore, we design a
practical and efficient gradient-based algorithm to learn
parameterized consequential ranking models that effec-
tively approximate optimal ones4.

Finally, we evaluate our methodology using synthetic
and real data gathered from Reddit. The results show that
our consequential ranking models provide rankings that
may mitigate the spread of misinformation and improve
the civility of online discussions without significant de-
viations from the original rankings provided by models
maximizing immediate utility measures.

Related work. Our work relates to several lines of re-
search: (i) ranking algorithms; (ii) delayed impact of ma-
chine learning algorithms; (iii) optimal control and rein-

2In practice, one can only measure a welfare proxy, however, for brevity,
we will refer to welfare proxy as welfare. Moreover, the effectiveness of our
methodology will depend on the quality of the welfare proxies at our disposal.

3In this work, for ease of exposition, we assume all users are exposed to
the same rankings, as in, e.g., Reddit. However, our methodology can be readily
extended to the scenario in which each user is exposed to a different ranking, as
in, e.g., Twitter.

4We will release an open-source implementation of our algorithm with the
final version of the paper.

forcement learning; and, (iv) reducing the spread of mis-
information and polarization.

— Ranking algorithms: the work most closely related to
ours is devoted to construct either fair rankings (Singh
& Joachims, 2017, 2018, 2019; Zehlike et al., 2017) or
diverse rankings (Carbonell & Goldstein, 1998; Clarke
et al., 2008). However, this line of research defines fair-
ness and diversity in terms of exposure allocation on an
individual ranking rather than in a sequence of rankings.
In contrast, we consider sequences of rankings, we cha-
racterize the consequences of these rankings on the user
dynamics, and focus on improving the welfare in the
long-term.

— Delayed impact of ML algorithms: the delayed im-
pact of machine learning algorithms has not been studied
until very recently (Hu & Chen, 2018; Liu et al., 2018;
Mouzannar et al., 2019; Chen et al., 2019). However,
most of these recent approaches have focused on classi-
fication tasks and have considered simple one-step feed-
back models. In contrast, in this work, we focus on rank-
ings and consider a multiple step feedback model based
on Markov decision processes (MDPs).

— Optimal control and reinforcement learning: the work
most closely related to ours within the extensive lite-
rature on optimal control and reinforcement learning is
devoted to improving the functioning of social and in-
formation systems (Wang et al., 2017; Zarezade et al.,
2018). However, this line of work has mainly focused on
representations based on temporal point processes and
have not considered rankings. Recently, a framework
based on survival process has been proposed to optimize
click through rate using reinforcement learning (Zheng
et al., 2018).

— Reducing the spread of misinformation and polariza-

tion: the literature on algorithms for reducing the spread
of misinformation (Balmau et al., 2018; Kim et al.,
2018; Tschiatschek et al., 2018) and reducing polariza-
tion (Garimella et al., 2017b,a) is expanding very rapidly
(see Kumar & Shah (2018) for an excellent review of
recent work). However, to the best of our knowledge,
previous work has not approached the problem from the
perspective of ranking algorithms.

2 RANKINGS AND USER DYNAMICS
In this section, we first introduce our joint representation
of rankings and user dynamics, starting from the problem
setting it is designed for. Then, we formally define con-
sequential rankings as the solution to a particular rein-
forcement learning problem.

Problem setting. Let p be a particular ranking model
(or, equivalently, ranking algorithm). At each time step
t 2 {1, . . . , T}, the ranking model receives a set of



n items and these items are characterized by a feature
matrix X(t) 2 Rn⇥m, where the i-th row Xi(t) con-
tains the feature values for item i 2 [n] and m is the num-
ber of features per item. Here, we assume that items may
appear over time and be present at several time steps.
Moreover, their corresponding feature values may also
change over time. For example, think of the number
of likes, votes or comments that a post receives in so-
cial media—they are often used as features to decide the
ranking of the post and they change over time.

Then, the ranking model provides a ranking y(t) of the
items on the basis of their set of features and a (hid-
den) measure of immediate utility. A ranking y(t) =
(y1(t), . . . , yn(t)) is defined as a permutation of the n
rank indices, i.e., the model ranks item i in position yi(t),
where highest rank is position 1. In addition, we also de-
fine the ordering !(t) = (!1(t), . . . , !n(t)) of a ranking
as a permutation of the n item indices, i.e., the model
ranks item !i(t) in position i. The ranking and order-
ings are related by wyi(t)(t) = i and ywi(t)(t) = i. Here,
we assume that the provided ranking at time step t may
influence the feature matrix at time step t + 1. This
is in agreement with recent empirical studies (Gomez-
Rodriguez et al., 2014; Hodas & Lerman, 2012; Kang
& Lerman, 2015; Lerman & Hogg, 2014), which have
shown that the posts (the items) that are ranked highly re-
ceive a higher number of likes, comments or shares (the
features).

Finally, given a trajectory of feature matrices and ran-
kings ⌧ = {(X(t),y(t))}Tt=0 there is an additive cost
to the welfare, c(⌧) =

PT
t=0 c(X(t),y(t)), where

c(X(t),y(t)) is an arbitrary immediate cost whose spe-
cific definition is application dependent. For example,
in information integrity, the cost may be defined as the
average number of posts including misinformation at the
top of the rankings over time. In the remainder, we will
say that a trajectory ⌧ is induced by a ranking model p.

Joint representation of rankings and user dynamics.
The above problem setting naturally fits the following
joint representation of rankings and user dynamics us-
ing Markov decision processes (MDPs) (Sutton & Barto,
2018), which also has an intuitive causal interpretation:

p(⌧ |X(t0),y(t0))

=
TY

t=1

p(X(t),y(t) |X(t � 1),y(t � 1))

=
TY

t=1

p(y(t) |X(t))| {z }
ranking model

p(X(t) |X(t � 1),y(t � 1))| {z }
user dynamics

, (1)

where the first term represents the particular choice of

ranking model5, the second term represents the distri-
bution for the user dynamics, which determines the fea-
ture matrix at any given time step, and the initial feature
matrix X(t0) and ranking y(t0) are given. Moreover,
the above representation makes two major assumptions,
which are also illustrated in Figure 3 in Appendix A.

(i) To provide a ranking for a set of items at time step t,
the ranking model only uses the feature matrix corre-
sponding to that set of items. More formally, given the
feature matrix X(t), the ranking y(t) provided by the
ranking model is conditionally independent of previ-
ous feature matrices X(t0), t0 < t � 1.

(ii) The dynamics of the feature matrices, which charac-
terize the user dynamics, are Markovian. That means,
given the feature matrix X(t�1) and ranking y(t�1),
the feature matrix X(t) is conditionally independent
of previous feature matrices X(t0) and rankings y(t0),
t0 < t � 1.

We would like to highlight that, in most practical sce-
narios, ranking models optimizing for immediate utility
satisfy the first assumption. However, depending on the
choice of features, the second assumption may be vio-
lated and thus the representation of the user dynamics
becomes an approximation. It would be very interesting,
albeit challenging, to lift the second assumption in future
work.

Next, we elaborate further on the specifics of the ranking
model and the distribution of the user dynamics.

— Ranking model: Our approach is agnostic to the par-
ticular choice of ranking model—it provides a metho-
dology to derive consequential rankings that are optimal
under a ranking model. In our experiments, we showcase
our methodology for one well-known model, Plackett-
Luce (P-L) ranking (Luce, 1977; Plackett, 1975), which
is best described in terms of the orderings of the ran-
kings. Under the P-L model, at each time step t, the
ranking y(t) with ordering !(t) is sampled from a dis-
tribution

p✓(y(t) |X(t)) =
nY

k=1

fk(X(t)), (2)

with

fk(X(t)) =
exp

�
✓TX!k(t)

�
PN

k0=k exp
�
✓TX!k0 (t)

� , (3)

where ✓ is a given parameter. In the above, we can think
of ✓TX!k(t) as a quality score associated to the item !k,
which controls the probability that this item is ranked at

5In our work, we consider probabilistic ranking models, which assign a prob-
ability to each ranking. Extending the methodology to deterministic ranking mod-
els is left for future work.



the top—the higher the quality score, the higher the pro-
bability that the item is ranked first. In practice, the qua-
lity score of the above P-L ranking model may be com-
puted using a complex nonlinear function (Tran et al.,
2016), e.g., a neural network.

— User dynamics: Our approach only requires to be able
to sample X(t) from any arbitrary model for the transi-
tion probability p(X(t) |X(t�1),y(t�1)), which may
be estimated using historical ranking and user data. Here,
in contrast with the ranking model, the user dynamics are
not something that one can decide upon—they are given.

Consequential rankings. Let p0 be an existing ranking
model6 that optimizes some hidden immediate utility and
c(·) be a given cost to the welfare. Then, we construct a
consequential ranking model p⇤, which optimally trades
off the fidelity to the original ranking model and the cost
to the long-term welfare, by solving the following opti-
mization problem:

minimize
p

E⌧⇠p [S(⌧ |X(0),y(0))] , (4)

with

S(⌧ |X(0),y(0)) = c(⌧) + � log
p(⌧ |X(0),y(0))

p0(⌧ |X(0),y(0))
,

(5)
where the expectation is taken over all the trajectories ⌧
of feature matrices and rankings of length T induced by
the ranking model p0. The choice of trajectory length T
will depend on the definition of long-term—accounting
for longer-term consequences to the welfare will require
larger trajectory lengths T . In Eq. 5, the parameter � � 0
controls the trade off between the fidelity to the origi-
nal ranking model and the long-term cost to the welfare.
Note that, for � ! 1, the optimal ranking p⇤ coincides
with the original ranking p0. Moreover, the first term pe-
nalizes trajectories that achieve a large cost to the welfare
and the second term penalizes ranking models whose in-
duced trajectories differ more from those induced by the
original model, since the terms associated to the user dy-
namics p(X(t) |X(t � 1),y(t � 1)) cancel.

Finally, note that, from the perspective of reinforcement
learning, we are solving a forward problem, where the
cost is given, rather than an inverse problem, where the
cost is inferred. Moreover, our measure of fidelity has
a natural interpretation in terms of the Kullback-Leibler
(KL) divergence (Kullback & Leibler, 1951), which has
been extensively used as a distance measure between
distributions, leading to a formulation of reinforcement

6In our experiments, we will approximate the existing ranking model using
a P-L ranking model. We will fit the parameters of this P-L ranking model from
historical rankings provided the original ranking model via regularized maximum
likelihood estimation (MLE) (Hunter, 2004).

learning as probabilistic inference (Levine, 2018; Kap-
pen et al., 2012; Ziebart et al., 2010). More specifically,
we can write the expectation of the second term as the
KL divergence between the original and the consequen-
tial ranking model, i.e.,

KL[p(· |X(0),y(0)) || p0(· |X(0),y(0))]

= E⌧⇠p


log

p(⌧ |X(0),y(0))

p0(⌧ |X(0),y(0))

�
.

In the next section, we will exploit this interpretation to
greatly simplify the construction of consequential rank-
ings.

3 BUILDING CONSEQUENTIAL
RANKINGS

In this section, we tackle the optimization problem de-
fined by Eq. 4 from the perspective of reinforcement
learning and show that the optimal consequential ranking
model p⇤ can be expressed in terms of the original ran-
king model.

We can first break the above problem into small recur-
sive subproblems using Bellman’s principle of optimal-
ity (Bertsekas, 2000). This readily follows from the fact
that, under the representation introduced in Section 2, the
ranking model and the user dynamics are a Markov deci-
sion process (MDP). More specifically, Bellman’s prin-
ciple tells us that the optimal ranking model should sat-
isfy the following recursive equation, which is called the
Bellman optimality equation:

Vt(X,y) =min
p

`(X,y)

+ �E(X0,y0)⇠p(·,· |X,y) [Vt+1(X
0,y0)] (6)

with VT (X,y) = `(X,y). The function Vt(X,y) is
called the value function and the function `(X,y) is
called immediate loss. Moreover, in our problem, it can
be readily shown that the immediate loss adopts the follo-
wing form:

`(X,y) = c(X,y)

+ �E(X0,y0)⇠p(·,· |X,y)


log

p(X 0,y0 |X,y)

p0(X 0,y0 |X,y)

�

= c(X,y) + �KL(p(· , · |X,y) || p0(· , · |X,y)).

Within the loss function, the first term penalizes the im-
mediate cost to the welfare and the second term penalizes
consequential ranking models whose induced transition
probability differs from that induced by the original ran-
king model.

In general, Bellman optimality equations are difficult
to solve. However, the structure of our problem will



help us find an analytical solution. Inspired by Todorov
(2009), we proceed as follows. Let Zt(X,y) =
exp(�Vt(X,y)). Then, we can rewrite the minimiza-
tion in the right hand side of Eq. 6 as

min
p

E
(X0,y0)⇠p(·,· |X,y)


log

p(X 0,y0 | ·)
p0(X 0,y0 | ·)Zt+1(X 0,y0)

�
,

where we have dropped � and c(X,y) because they do
not depend on p and, for brevity, we have replaced the
conditionals (X, Y ) inside the logarithm with ·. Then,
we can use Eq. 1 to factorize both transition probabilities
in the numerator and the denominator within the loga-
rithm and, as a result, the terms p(X 0 |X,y) cancel and
we obtain:

min
p

E
(X0,y0)⇠p(·,· |X,y)


log

p(y0 |X 0)

p0(y0 |X 0)Zt+1(X 0,y0)

�
.

The above equation resembles a KL divergence, how-
ever, note that the fraction within the logarithm
does not depend on (X,y) and the denominator
p0(y0 |X 0)Zt+1(X 0,y0) is not normalized to one. If we
multiply and divide the fraction by the following norma-
lization term:

G[Zt+1](X
0) = Ey0⇠p0(y0|X0)[Zt+1(X

0,y0)], (7)

we obtain:

min
p

� E
X0⇠p(· |X,y)

[logG[Zt+1](X
0)]

+ E
(X0,y0)⇠p(·,· |X,y)


log

p(y0 |X 0)G[Zt+1](X 0)

p0(y0 |X 0)Zt+1(X 0,y0)

�
.

Here, note that the first term does not depend on p and
the second term achieves its global minimum of zero if
the numerator and the denominator are equal. Thus, the
optimal consequential ranking model is just given by:

p⇤(y |X) =
p0(y |X)Zt+1(X,y)

G[Zt+1](X)
. (8)

The above equation reveals that the optimal consequen-
tial ranking model p⇤(y |X) does implicitly depend on
time due to Zt+1. Finally, if we substitute back the above
expression into the Bellman equation, given by Eq. 6, we
can also find the function Zt using the following recur-
sive expression:

Zt(X,y) = exp (�c(X,y)

+ �EX0⇠p(X0 |X,y) [logG[Zt+1](X
0)]
�
,

with ZT (X,y) = � log c(X,y). This result has
an important implication. It means that we can use
sampling methods to obtain (unbiased) samples from

Algorithm 1 It samples from an optimal consequential
ranking model given p0.
Require: Cost to welfare c(·), parameter �, original ranking

model p0, (X(0),y(0)), # of samples B, # of samples 
to compute G[ZT ].

1: D  SAMPLE(p0,) . samples for estimating G[ZT ].
2: ⇤[ZT ] 0
3: for c(⌧i) 2 D do
4: ⇤[ZT ] ⇤[ZT ] + exp

�
���1c(⌧i)

�
/

5: D0  SAMPLE(p0, B) . unweighted samples.
6: W  [] . array of weights.
7: for c(⌧i) 2 D0 do
8: W [i] exp

�
���1c(⌧i)

�
//G[ZT ]

9: W  W/SUM(W )
10: return STRATIFIEDSAMPLER(D0,W )

the optimal consequential ranking, e.g., stratified sam-
pling (Douc & Cappé, 2005), as shown in Algorithm 1,
where SAMPLE(p0, ) samples  trajectories from p0(⌧)
and STRATIFIEDSAMPLER(D0, W ) generates |D0| sam-
ples weighted by W using stratified sampling.

Unfortunately, in practice, these sampling methods may
be inefficient and have high variance if the original rank-
ing model p0 produces rankings that have very low prob-
ability under the optimal consequential ranking model.
This will be specially problematic in the presence of
high-dimensional feature vectors due to the curse of
dimensionality. In the next section, we will present a
practical method for approximating p⇤(y |X), which it-
eratively adapts a parameterized consequential ranking
model p⇤✓(y |X) using a stochastic gradient-based algo-
rithm.

4 A GRADIENT-BASED ALGORITHM

In this section, our goal is to find a parameterized con-
sequential ranking model p⇤✓ within a class of parame-
terized ranking models P(⇥) (e.g. PL models in Eq. 2)
that approximates well the optimal consequential ranking
model p⇤, given by Eq. 8, i.e. p⇤✓ ⇡ p⇤. To this aim,
we minimize the parameterized version of the objective
function in Eq. 4, i.e.,

E⌧⇠p✓ [S✓(⌧ |X(0),y(0))] . (9)

where,

S✓(⌧ |X(0),y(0)) = c(⌧) + � log
p✓(⌧ |X(0),y(0))

p0(⌧ |X(0),y(0))

More specifically, we introduce a general gradient-
based algorithm, which only requires the class of pa-
rameterized ranking models P(⇥) to be differentiable.
In particular, we resort to stochastic gradient descent



Algorithm 2 Training a parameterized consequential
ranking model.
Require: Cost to welfare c(·), parameter �, original ranking

model p0, (X(0),y(0)), # of iterations M , mini batch size
B, and learning rate �.

1: ✓(0)  INITIALIZERANKINGMODEL()
2: for j = 1, . . . ,M do . iterations
3: D  MINIBATCH(p✓, B) . sample mini batch
4: r  0
5: for ⌧ (i) 2 D do
6: S  c(⌧ (i)) + � log

p
✓(j)

(⌧(i) |X(0),y(0))

p0(⌧(i) |X(0),y(0))

7: er  r✓ log p✓(j)(⌧
(i) |X(0),y(0))

8: r  r + (S + �) er
9: ✓(j+1)  ✓(j) + � r

B

10: return ✓(M)

(SGD) (Kiefer & Wolfowitz, 1952), i.e.,

✓(j+1) = ✓(j)+�jr✓ E⌧⇠p✓ [S✓(⌧ |X(0),y(0))]|✓=✓(j) ,

where �j > 0 is the learning rate at step j 2 N.
Here, it may seem challenging to compute a finite sam-
ple estimate of the gradient of the objective function
E⌧⇠p✓ [S✓(⌧ |X(0),y(0))] since the derivative is taken
with respect to the parameters of the ranking model p✓,
which we are trying to learn. However, we can over-
come this challenge using the log-derivative trick as
in Williams (1992), i.e.,

r✓E⌧⇠p✓ [S✓(⌧ |X(0),y(0))]

= E⌧⇠p✓ [(S✓(⌧ |X(0),y(0)) + �) ⇥
r✓ log p✓(⌧ |X(0),y(0))] , (10)

where r✓ log p✓(⌧ |X(0),y(0)) is often referred as the
score function (Hyvärinen, 2005). This yields the follo-
wing unbiased finite sample Monte-carlo estimator for
the gradient:

r✓E⌧⇠p✓ [ S✓(⌧ |X(0),y(0))] ⇡
BX

i=1

⇣
S✓(⌧

(i) |X(0),y(0)) + �
⌘

⇥

r✓ log p✓(⌧
(i) |X(0),y(0)), (11)

where B is the number of sampled trajectories from
the joint distribution p✓(⌧ |X(0),y(0)) induced by the
ranking model p✓. The overall procedure is summarized
in Algorithm 2, where MINIBATCH(p✓, B) samples a
minibatch of size B from p✓(⌧) and INITIALIZERANK-
INGMODEL() initializes the parameters of the ranking
model.

Remarks. Note that, to compute an empirical estimate
of the gradient in Eq. 10, we only need to be able to sam-
ple from the user dynamics p(X(t) |X(t � 1),y(t �

1)), since the explicit dependence cancels out within
S✓(⌧ |X(0),y(0)), as pointed out in Section 2. More-
over, depending on the choice of parameterized fami-
ly of ranking models, one may be able to compute the
score functions analytically. In our experiments, the class
of Plackett-Luce (P-L) ranking models allows for that.
More specifically, it readily follows from Eq. 2 that

r✓ log p✓(⌧ |X(0),y(0)) = r✓

TX

t=1

nX

k=1

log fk(X(t))

= r✓

TX

t=1

nX

k=1

✓
✓TX!k(t) � log

nX

k0=k

exp(✓TX!k0(t))

◆

=
TX

t=1

nX

k=1

✓
✓T � r✓ log

nX

k0=k

exp(✓TX!k0(t))

◆
,

where the second term within the logarithm in the last
equation is the derivative of the log-sum-exp function,
whose analytical expression can be found elsewhere. Fi-
nally, if we think of the parameterized ranking model p✓
as a policy, our algorithm resembles policy gradient algo-
rithms used in the reinforcement learning literature (Sut-
ton & Barto, 2018). This connection opens up the possi-
bility of using variance reduction techniques used in pol-
icy gradient to improve the empirical estimation of the
gradient (Zhao et al., 2011).

5 EXPERIMENTS ON SYNTHETIC
DATA

In this section, we compare the performance achieved
by the original ranking models, which maximize an im-
mediate measure of utility, the optimal consequential
rankings models, implemented using Algorithm 1, the
P-L consequential ranking model learned using Algo-
rithm 2, and a non-trivial greedy baseline, which down-
ranks items with high values of cost to welfare in an
heuristic manner, using synthetic data.

Experimental setup. Each trajectory has length T = 20
and, at each time step t 2 {1, . . . , T}, the ranking model
receives a set I(t) of n = 4 posts and ranks them. Given
a set of items I(t) and a ranking y(t), we assume that
the set of items I(t + 1) is just a copy of I(t) where the
d ⇠ Poisson(1) posts at the bottom of the ranking y(t)
are replaced by new posts.

Each post i has two features Xi(t) = [ri, ai(t)], where ri
is the (static) probability that the post is misinformation
and ai(t) is the (dynamic) rate of shares at time t, initial-
ized with ai(0) = 0. There are high-risk posts (ri = 0.6)
and low risk posts (ri = 0.1) and a post is either high-
risk or low-risk uniformly at random. Thus, whether the
actual post is misinformation or not is a latent variable
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Figure 1: Performance of the original ranking model p0, the optimal consequential ranking model p⇤, implemented
using Algorithm 1, the P-L consequential ranking model p⇤✓ , learned using Algorithm 2, and the greedy baseline p✓g
on synthetic data. It shows the true cost to welfare c⇤(⌧) for three different ranges of average utility ū =

PT
t=1 u(t)/T

for all models. Here, we tuned over the parameters � (for p⇤ and p⇤✓) and d (for p✓g ) to obtain the corresponding
range for the average utility. The results show that the consequential ranking models p⇤ and p⇤✓ outperform the greedy
baseline p✓g in terms of the cost to welfare c⇤(⌧) and that the optimal consequential ranking model p⇤ performs best.

mi ⇠ Bernoulli(ri), which is unobserved by the ranking
model. The instantaneous rate of shares for each item i
is given by:

ai(t + 1) = exp(�2(t � si))⇥ (12)
(ai(t) + ↵i + 0.02(5.0 � yi(t))) , (13)

where si is the time when the post was first ranked by
the ranking model, ↵i is the virality, and a post is either
viral (↵i = 10) or non-viral (↵i = 0.1) uniformly at ran-
dom. Here, note that rate of shares of an item increases
if the item is ranked at the top, as observed in previous
empirical studies.

The original ranking model p0 aims to rank posts accor-
ding to the number of shares a(t) at each time t, i.e., its
immediate utility u(t) is defined as

u(t) = ⇣(t) (14)

where ⇣(t) is the Kendall-Tau correlation between the
ordering induced by the ranking y(t) and the ordering
induced by the sorted items according to a(t). To this
aim, it uses a Plackett-Luce (P-L) model, given by Eq. 2,
with ✓ = [0, 20].

The cost to welfare measures the long-term presence of
misinformation on the top position of the rankings. More
specifically, it is defined as

c(⌧) =
1

T

TX

t=1

r!k(t). (15)

Moreover, we compare the original ranking model with
three ranking models, which aim to trade off fidelity to
the original model and the cost to welfare:

(i) An optimal consequential ranking model p⇤, which
is implemented using Algorithm 1.

(ii) A Plackett-Luce (P-L) consequential ranking model
p⇤✓ , which is learned using Algorithm 2 with M =
100 iterations and B = 50 as batch size.

(iii) A greedy baseline p✓g , which is a P-L ranking model
with parameters ✓ = [�d, 20], which downranks
items i with nonzero misinformation probability, i.e.,
ri > 0. Here, d is a given parameter that controls
how much we downrank such items.

For the P-L consequential ranking model and the greedy
baseline, we experiment with different values of the pa-
rameters � and d, respectively. Finally, for each experi-
ment, we perform 8,000 repetitions.

Quality of the rankings. We compare the original ran-
king model p0, the optimal consequential ranking model
p⇤, the P-L consequential ranking model p⇤✓ and the
greedy baseline p✓g in terms of two quality metrics: (i)
the immediate utility u(t), given by Eq. 14; and (ii) the
true cost to welfare c⇤(⌧), defined as

c⇤(⌧) =
1

T

TX

t=1

m!1(t). (16)

Figure 1 summarizes the results, which show that: (i) the
(optimal and P-L) consequential ranking models outper-
form the greedy baseline in terms of the cost to welfare,
for three different ranges of utility; (ii) the optimal con-
sequential ranking achieves a significantly better tradeoff
between the fidelity to the original ranking model and
the cost to welfare, than the P-L ranking model, as one
may have expected; and, (iii) the optimal consequential
ranking model reduces the (true) cost to welfare without
decreasing its fidelity to the original ranking model.



In Appendix B we provide more experiments on syn-
thetic data. More specifically, we compare the running
time of Algorithm 1 and Algorithm 2 and we show that
the optimal consequential ranking model ranks viral and
non-viral high-risk posts differently.

6 EXPERIMENTS ON REAL DATA

In this section, we compare the performance achieved by
the original ranking models, which maximize an imme-
diate measure of utility, the P-L consequential ranking
model learned using Algorithm 2, and the same greedy
baseline introduced in Section 5 using Reddit data7. Be-
fore we proceed further, we would like to acknowledge
that:

(i) Since we do not have access to the ranking algo-
rithm used by Reddit (or any other social media plat-
form), our experiments are a proof of concept, which
demonstrate the practical potential of our methodo-
logy on real data using a simple P-L ranking model.
Evaluating the efficacy of our methodology across a
wide range of deployed ranking algorithms is left as
future work.

(ii) We consider a batch reinforcement learning setting.
As a result, the rankings only influence the imme-
diate utility and the cost of welfare but not the user
dynamics. However, our evaluation is likely to be
conservative—consequential rankings may achieve a
greater reduction of the cost to welfare in an inter-
ventional experiment.

Dataset description. We used a publicly available
Reddit dataset8, which contains (nearly) all publicly
available comments to link submissions posted by Reddit
users from October 2007 to May 2015. In our experi-
ments, we focused on the links submissions to the sub-
reddit Politics and selected the set of submissions with
more than 10 and less than 60 comments. After these
preprocessing steps, our dataset comprised 3,173 sub-
missions and 68,016 comments. The average length of
a comment thread in our dataset is 21, with median of 17
and maximum length of 60. In a first set of experiments,
we focus on the civility of the comments in each submis-
sion, as measured by an incivility score �. In a second set
of experiments, we focus on the misinformation spread
by the comments of each submission, as measured by
an unreliability score �. Appendix C contains more de-
tails on the definition and estimation of both scores. In
both sets of experiments, we use 1,973 submissions as
training set for learning the parameterized consequential
ranking models and the remaining 1,200 submissions as
test set for evaluation, and we repeat our experiments for

7Due to the size of the dataset, we were unable to run Algorithm 1 and thus
we could not experiment with the optimal consequential rankings model.

8https://archive.org/details/2015 reddit comments corpus

three different random sets of training and test sets.

Experimental setup. Each submission corresponds to
one trajectory whose length T is just the number of com-
ments in the submission, i.e., each time step corresponds
to the time at which a new comment was created. Then,
at each time step t 2 {0, . . . , T}, the ranking model
ranks the latest set of n = 5 comments I(t)9.

Each comment i has three features Xi(t) = [li, �i, �i],
where li is the number of comments posted until time
step i, �i is the incivility score and �i is the unreliability
score. At each time t, the original ranking model p0 aims
to promote the most recent comment to the top of the
ranking, i.e., its immediate utility u(t) is defined as

u(t) = ⇣(t) (17)

where ⇣(t) is the Kendall Tau correlation between the
ordering induced by the ranking y(t) and the inverse
chronological ordering. To this aim, it uses a Plackett-
Luce (P-L) model, fitted by maximizing the likelihood
function over traces with reverse chronological order.

In the first set of experiments, the cost to welfare mea-
sures the long-term presence of uncivil comments on the
top position of the rankings. More specifically, it is de-
fined as

c(⌧) =
1

T

TX

t=1

�!1(t). (18)

In the second set of experiments, the cost to welfare mea-
sures the long-term presence of unreliable comments on
the top position of the rankings. More specifically, it is
defined as

c(⌧) =
1

T

TX

t=1

�!1(t). (19)

Similarly as in Section 5, we compare the original rank-
ing model with two ranking models, which aim to trade
off fidelity to the original model and the cost to welfare:

(i) A Plackett-Luce (P-L) consequential ranking model
p⇤✓ , which is learned using Algorithm 2 with M = 20
iterations and B = 100 as batch size; and,

(ii) A greedy baseline p✓g with parameters ✓ =
[1, �d, 0] for the first set of experiments and ✓ =
[1, 0, �d] for the second set of experiments. Here,
the greedy baseline downranks items i with nonzero
incivility (or unreliability) score i.e., �i > 0 (or
�i > 0).

For both ranking models (i-ii), we experiment with diffe-
rent values of the parameters � and d, respectively. Fi-
nally, for each experiment, we perform 8,000 repetitions.

9Experiments with n > 5 give qualitatively the same results because com-
ments with high score of incivility/unreliability are rare in the dataset.
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Figure 2: Cost to welfare c(⌧) vs. utility u(⌧) achieved by the original ranking model p0, the consequential PL-ranking
model p⇤✓ and the greedy baseline p✓g on Reddit data. The consequential PL-ranking model p⇤✓ achieves a better trade
off between the fidelity to the original ranking model ranking models optimizing immediate utility and the long-term
welfare than the greedy baseline p✓g .

Results. We first compare the original ranking model
p0, the consequential P-L ranking models p⇤✓ and the
greedy baseline p✓g in terms of the tradeoff between
cost to welfare c(⌧) and the immediate utility given by
Eq. 17. Here, note that, in the first set of experiments,
the cost to welfare measures the degree of incivility of
the top ranking positions (Eq. 18) while, in the second
set of experiments, it measures the amount of misinfor-
mation (Eq. 19). Figure 2 summarizes the results, which
shows that (i) our consequential PL-ranking model p⇤✓
can trade off between the fidelity to ranking models opti-
mizing immediate utility and the long-term welfare more
effectively than the greedy baseline p✓g , and (ii) the PL-
ranking model p⇤✓ is able to reduce the degree of incivility
and the amount of misinformation at the top ranking po-
sitions without significant changes to the original reverse
chronological ranking.

7 CONCLUSIONS
We have initiated the design of (parameterized) conse-
quential ranking models that optimally trade off between
(1) the fidelity to ranking models optimizing for imme-
diate utility and (2) long-term welfare. More specifi-
cally, we have first introduced a joint representation of
rankings and user dynamics using Markov decisions pro-
cesses. Exploiting this representation, we have shown
that we can obtain optimal consequential rankings just
by applying weighted sampling on the rankings provided
by the model optimizing for immediate utility. However,
in practice, such a strategy may be inefficient and im-
practical, specially in high dimensional scenarios. To
overcome this, we introduced an efficient gradient-based
algorithm to learn parameterized consequential ranking
models that effectively approximate the optimal ones. Fi-
nally, we have experimented on synthetic and real data
to show the efficacy of our parameterized consequential
ranking models.

Our work opens up several venues for future work. For

example, we have considered probabilistic ranking mod-
els and a fidelity measure based on KL divergence. A
natural next step is to augment our methodology to allow
for deterministic ranking models and consider other fi-
delity measures between rankings. Finally, we have eva-
luated our algorithm using observational real data, how-
ever, it would be very valuable to perform interventional
experiments.
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