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Abstract

In this paper, we propose a novel optimization
criterion that leverages features of the skew
normal distribution to better model the prob-
lem of personalized recommendation. Specifi-
cally, the developed criterion borrows the con-
cept and the flexibility of the skew normal dis-
tribution, based on which three hyperparame-
ters are attached to the optimization criterion.
Furthermore, from a theoretical point of view,
we not only establish the relation between the
maximization of the proposed criterion and the
shape parameter in the skew normal distribu-
tion, but also provide the analogies and asymp-
totic analysis of the proposed criterion to max-
imization of the area under the ROC curve.
Experimental results conducted on a range of
large-scale real-world datasets show that our
model significantly outperforms the state of the
art and yields consistently best performance on
all tested datasets.

1 INTRODUCTION

Now ubiquitous, recommender systems are an indispens-
able component of services and platforms such as music
and video streaming services and e-commerce websites.
Real-world recommender systems comprise a number of
user-item interactions that facilitate recommendations,
including ratings, playing times, likes, sharing, and tags.
In general, these interactions can be divided into explicit
feedback (e.g., in terms of ratings) and implicit feedback
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(e.g., monitoring clicks, view times); in real-world sce-
narios, most feedback is not explicit but implicit.

Collaborative filtering (CF) is a commonly adopted ap-
proach that leverages either explicit or implicit user-item
interactions for item recommendation. Many CF-based
recommendation algorithms have been shown to yield
reasonable performance across various domains and have
been used in many real-world applications. Among CF-
based approaches, model-based CF has become a main-
stream type of recommendation algorithms, the core idea
of which is to learn effective low-dimensional dense rep-
resentations of users and items from either explicit or im-
plicit feedback for recommendation.

In the model-based CF literature, latent factor models
discover shared latent factors (i.e., user/item representa-
tions) by decomposing a given user-item interaction ma-
trix, which has proven effective for explicit user feed-
back. Matrix factorization is the most representative of
this type of approaches [6, 8, 5]. However, it is problem-
atic to apply traditional matrix factorization to implicit
feedback as we can neither ignore unobserved user-item
interactions nor assume that these unobserved interac-
tions are negative. To address this, weighted regularized
matrix factorization (WRMF) proposed by [4, 10] incor-
porates all the unobserved user-item interactions as neg-
ative samples and uses a case weight to reduce the im-
pact of these uncertain samples. Moreover, over the past
decade, the focus of literature has shifted to optimizing
item ranks from implicit data as opposed to predicting
explicit item scores [11, 1, 2, 3, 13, 7, 16, 12], namely
ranking-based recommendation approaches. Most of
these approaches assume that unobserved items are of
less interest to users and are thus mainly designed to
discriminate observed (positive) items from unobserved
(negative) items.

Bayesian personalized ranking (BPR) [11] is a pioneer-
ing, well-known example of ranking-based recommen-
dation models. The authors propose a generic optimiza-



tion criterion for personalized ranking that maximizes
the posterior probability of user preferences from pairs
of observed and unobserved items for each user. Later
ranking-based studies such as WARP [14] and K-OS [15]
adopt BPR’s pair-wise ranking concept, creating new
variants by modifying the loss function to better model
the problem. Moreover, for this Bayesian modeling ap-
proach to personalized ranking, these models all leverage
the assumption that the prior probability for the model
parameters is normally distributed. Nevertheless, neither
BPR itself nor later works closely investigate the learned
distribution of the estimator—a real-valued function of
the model parameters that captures the relationship be-
tween users and their observed and unobserved items—
which is however the component most related to model
performance.

Therefore, to better model the problem, we first study
the learned distributions of the estimator from different
ranking-based methods, and we observe that the real-
ized distributions are in general unimodal and typically
skewed. As a result, we consider the skew normal distri-
bution a good candidate to better analyze and model the
problem because of its generality. Particularly, there are
two sides to our story. First, we leverage features of the
skew normal distribution to design a new optimization
criterion for personalized ranking. Second, with the as-
sumption that the estimator follows the skew normal dis-
tribution, we provide insights and theoretical results for
the proposed optimization criterion. Specifically, skew-
ness ranking optimization (Skew-OPT), the optimization
criterion we develop, is parameterized with three addi-
tional hyperparameters, two of which are inspired by the
location and scale parameters in the skewness normal
distribution and one of which is related to the shape of
the gradient function derived from the optimization ob-
jective, thereby providing additional degrees of freedom
for ranking optimization. With this design, we provide
two theoretical results. First, under the assumption that
the estimator follows the skew normal distribution with
fixed location and scale parameters, maximization of the
proposed criterion simultaneously maximizes the shape
parameter in the skew normal distribution along with the
skewness value of the distribution. Second, we provide
the analogies and asymptotic analysis of Skew-OPT to
maximization of the area under the ROC curve.

Extensive experiments were conducted on five represen-
tative and publicly available recommendation datasets.
We compare our model with WRMF [4, 10], a ma-
trix factorization based method for implicit feedback;
BPR [11] and WARP [14], two ranking-based meth-
ods; HOP-Rec [16], a state-of-the-art model that com-
bines the concept of latent factor and graph-based mod-
els; and NGCF [13], a recent neural model for collabora-

tive filtering. The evaluation shows that learning with the
proposed Skew-OPT outperforms the competing meth-
ods for all datasets, and the performance improvements
are significant by a large amount in terms of two com-
monly used top-N recommendation evaluation metrics.
Particularly, for four out of the five datasets, our model
achieves more than 10% improvement compared to the
best performing baseline models. For reproducibility, we
share the source code online at a GitHub repository.1

2 Problem Formulation and Preliminaries

2.1 Formalization

The task of personalized recommendation is to provide a
list of ranked items to users based on their historical in-
teractions with items. Specifically, we investigate scenar-
ios where the ranking is to be inferred from the implicit
user feedback.

Let U and I be the sets of users and items, respectively.
Given user-item implicit feedback S ⊆ U × I , our goal
is to learn a representation matrix Θ ∈ R|U∪I|×|d| for all
users and items such that for each user u ∈ U , we gener-
ate the top-N recommended items by computing the dot
products of θu and θi ∀i ∈ I , where d denotes the di-
mension of the learned representations, and θu and θi are
the row vectors of Θ denoting the representations of user
u and item i, respectively. It is expected that the learned
representation matrix Θ not only well matches the ob-
served user preferences but also predicts unobserved user
preferences.

2.2 Preliminaries

2.2.1 Bayesian Approaches for Personalized
Ranking

For personalized recommendation, conventional
ranking-based methods such as Bayesian person-
alized ranking (BPR) [11] propose modeling pref-
erence order by using item pairs as training data
and optimizing for the correct ranking of item
pairs. Such methods create a set of triple relations
DS : U × I × I from user feedback S for model training
by DS = {(u, i, j) | ∀u ∈ U, i ∈ I+

u ∧ j ∈ I \ I+
u },

where (u, i, j) ∈ DS means that user u is assumed to
prefer item i over item j. For notational simplicity,
we introduce notation >u to denote the pairwise user
preference for user u; i.e., i >u j means that u prefers
item i over j. With the above construction, the generic

1https://github.com/cnclabs/codes.skewness.rec



optimization criterion for the ranking-based methods is

lnP (Θ | >u) ∝ lnP (>u |Θ)P (Θ)

= ln
∏

(u,i,j)∈DS
P (i >u j|Θ)P (Θ) (1)

=
∑

(u,i,j)∈DS
ln g (x̂uij(Θ))− λΘ‖Θ‖2,

where x̂uij(Θ) is an arbitrary real-valued function of
the model parameter matrix Θ capturing relationships
between user u, item i, and item j; g(·) is a function
used to describe the likelihood function P (i >u j|Θ) for
(u, i, j); and λΘ is a hyperparameter for regularization.
Note that the last equality also involves a distribution as-
sumption on the prior density p(Θ), which is a normal
distribution with zero mean and variance-covariance ma-
trix ΣΘ (i.e., p(Θ) ∼ N(0,ΣΘ)). For notational sim-
plicity, below we occasionally omit argument Θ from
function x̂uij . In BPR, g(·) is set to the logistic sigmoid
function and the estimator x̂uij is decomposed to x̂ui and
x̂uj as x̂uij = x̂ui − x̂uj , where x̂ui is defined as the dot
product of θu and θi (i.e., x̂ui = 〈θu, θi〉). Similar to
most prior art, in this paper, we follow these settings in
our model.

2.2.2 Skewness

Skewness is a measure of symmetry—more precisely,
the lack of symmetry—of the probability distribution of
a real-valued random variable about its mean, the value
of which can be positive, negative, or undefined. For-
mally, the skewness value γ of a random variable X
is the third standardized moment, which is defined as
γ = E

[
((X − µ)/s)

3
]
, where µ and s denote the mean

and the standard deviation of X , respectively. For a uni-
modal distribution (e.g., normal distribution), a negative
skew commonly indicates that the tail is on the left side
of the distribution, and a positive skew indicates that the
tail is on the right. In addition, a zero value signifies that
the tails on both sides of the mean balance out overall,
which is always true for a symmetric distribution but can
also be true for an asymmetric distribution in which one
tail is long and thin and the other is short but fat.

2.2.3 Skew Normal Distribution

In probability theory and statistics, the skew normal dis-
tribution is a continuous probability distribution that gen-
eralizes the normal distribution to allow for non-zero
skewness. Generally speaking, the probability density
function (PDF) of a skew normal distribution can be de-
fined with parameters location ξ ∈ R, scale ω ∈ R+, and
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Figure 1: Skew normal distributions (ξ = 0, ω = 1).

shape α ∈ R:

f(x) =
2

ω
ϕ

(
x− ξ
ω

)
Ψ

(
α

(
x− ξ
ω

))
, (2)

where ϕ(·) and Ψ(·) denote the PDF and the cumulative
distribution function (CDF) of the standard normal dis-
tribution, respectively. Moreover, the CDF of X is

F (x) = Ψ

(
x− ξ
ω

)
− 2T

((
x− ξ
ω

)
, α

)
, (3)

where T (h, a) is Owen’s T function. Then the skewness
value γ of the skew normal distribution is a function of
α defined as

γ(α) =
4− π

2

(
α√

1+α2

√
2
π

)3

(
1− 2α2

π(1+α2)

) 3
2

. (4)

Figure 1 illustrates the PDFs of the skew normal distri-
bution with fixed location parameter ξ = 0 and scale pa-
rameter ω = 1, but with different shape parameters, i.e.,
α = −2, 0, 2, 4. From the figure, we observe that a larger
α yields a larger skewness value γ. Moreover, with fixed
ξ and ω, it is clear that enlarging α increases the proba-
bility p(x > 0); this argument will be later elaborated in
our method and linked to the metric AUC in Section 3.3.

3 Skewness Ranking Optimization
(Skew-OPT)

3.1 Observation and Motivation

Most prior art for personalized ranking, such BPR [11]
and WARP [14], seeks to learn effective user and item
representations for item recommendation by maximizing
the posterior probability of user preferences from pairs
of observed and unobserved items for each user. Among
these methods, BPR, the most representative work, intro-
duces a general prior density p(Θ) that follows a normal



distribution with zero mean and variance-covariance ma-
trix λΘI to complete the Bayesian modeling approach
of the personalized ranking task. Nevertheless, neither
BPR itself nor its succeeding works discuss the distribu-
tion of the estimator (i.e., x̂uij(Θ)), which is however
the component most related to model performance. Fig-
ure 2 plots the distribution constructed by the learned es-
timates for x̂uij(Θ) with the use of BPR training on each
of the three listed datasets. From the figure, we observe
that the three distributions are unimodal in general and
typically skewed—the distributions for Epinions-Extend
and Last.fm-360K are right-skewed with positive sample
skewness values (γ̂ = 1.09 and γ̂ = 0.373 in panel (a)
and (b), respectively), and that for Amazon-Book is al-
most symmetric with a close-to-zero positive skewness
value (γ̂ = 0.08 in panel (c)).
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∞̂ =1.09CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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Last.fm-360KCiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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Amazon-Book
∞̂ =0.08CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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Figure 2: Distributions of x̂uij learned from BPR.

Inspired by the above observations (e.g., unimodal and
skewed distributions), in this paper, we propose a sim-
ple yet novel optimization criterion that leverages fea-
tures of the skew normal distribution to better model the
problem. First, the location parameter ξ in the skewness
normal distribution provides an additional degree of free-
dom to allow us push the distribution of the estimator to
the right; also, the scale parameter ω is used to reduce
model over-fitting for large ξ. In addition, from Figure 1,
with a fixed ξ and ω, enlarging the shape parameter α in-
creases the probability p(x > 0). Here, for personalized
ranking, the random variable X can be used to describe
the estimator x̂uij ; thus, in this case, a larger α entails
a larger probability p(x̂uij > 0), which should benefit
recommendation performance. Details for the proposed
optimization criterion and its link to the AUC are pro-
vided in Sections 3.2 and 3.3, respectively.

3.2 Criterion and Optimization

Motivated by the above observations as well as the prop-
erties of the skew normal distribution, in this paper we
propose an unconventional optimization criterion termed
skewness ranking optimization (Skew-OPT) for person-
alized recommendation. To this end, we recast the likeli-
hood function referring to the individual probability that
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Figure 3: Increasing function κ(α) (ξ = 0, ω = 1).

a user really prefers item i to item j in Eq. (1) as

p(i >u j |Θ, (ξ, ω, η)) = σ

((
x̂uij(Θ)− ξ

ω

)η)
, (5)

where (ξ, ω, η) denote three hyperparameters in the pro-
posed Skew-OPT, η ∈ O, and σ(·) denotes the sigmoid
function. Above, the inclusion of ξ and ω is motivated
by the location and scale parameters in the skew normal
distribution, respectively (see Section 2.2.3), and O de-
notes the set of positive odd integers. Note that forcing
η to be a positive odd integer ensures the rationality of
the likelihood function, as under this setting it is an in-
creasing function with argument x̂uij (i.e., the distance
between an observed item and a non-observed one). As
mentioned previously, the location parameter ξ here pro-
vides an additional degree of freedom to allow us push
the distribution of the estimator to the right, and the scale
parameter ω can be used to reduce overfitting for large ξ.
It is also worth mentioning that the likelihood of BPR is
a special case of Eq. (5) with ξ = 0, ω = 1, η = 1.

With the above likelihood function in Eq. (5), the opti-
mization criterion becomes maximizing

Skew-OPT

:= ln
∏

(u,i,j)∈DS
p (i >u j|Θ, (ξ, ω, η)) p(Θ)

=
∑

(u,i,j)∈DS
ln p (i >u j|Θ, (ξ, ω, η)) + ln p(Θ)

=
∑

(u,i,j)∈DS
lnσ

((
x̂uij(Θ)− ξ

ω

)η)
− λΘ‖Θ‖2.

(6)

Now, we discuss the relationship between Skew-OPT
optimization and the shape parameter α and the corre-
sponding skewness value.

Lemma 1. Given the case that x̂uij follows a skew nor-
mal distribution with fixed location parameter ξ and
scale parameter ω, maximizing the first term of Eq. (6)



for a certain η simultaneously maximizes the shape pa-
rameter α and the skewness value of the estimator,
x̂uij(Θ).

Proof. In Eq. (6), the first term can be written as

∑

(u,i,j)∈DS
− ln

(
1 + e

−
(
x̂uij(Θ)−ξ

ω

)η)
.

Omitting the 1 in the above equation makes it clear that
maximizing the above summation is equivalent to maxi-
mizing

∑

(u,i,j)∈DS

(
x̂uij(Θ)− ξ

ω

)η

∝ E(u,i,j)∼DS

[(
x̂uij(Θ)− ξ

ω

)η]
. (7)

With fixed ξ, ω, and η, when x̂uij follows a skew normal
distribution, Eq. (7) can be represented as a function of
the shape parameter α as

κ(α) = E
[(

x̂uij(Θ)− ξ
ω

)η]
, (8)

Now, we prove that both κ(α) in Eq. (8) and γ(α)
in Eq. (4) are increasing functions by showing that
∂κ(α)/∂α > 0 and ∂γ(α)/∂α > 0. For the former,
we have

∂κ(α)/∂α

=∂

(∫ ∞

−∞

(
x− ξ
ω

)η
f(x)dx

)
/∂α

=

∫ ∞

−∞

(
x− ξ
ω

)η+1(
2

ω

)
φ

(
x− ξ
ω

)
e
−α

2(x−ξ)2

2ω2

√
2π


 dx.

(9)

where the density function f(x) is defined in Eq. (2).

Above, the first component in Eq. (9) is greater than or
equal to zero as η + 1 is an even integer; the remain-
ing three components are all positive as ω > 0, φ(·)
is a PDF, and the numerator of the last component is
an exponential function. Moreover, since Eq. (9) in-
volves integration over all x, it is clear that we have
∂κ(α)/∂α > 0, and thus κ(α) is an increasing function
(see Figure 3 for example). Similarly, it is easy to prove
that ∂γ(α)/∂α > 0, an illustration for which is shown in
Figure 4. As a result, a larger expected value in Eq. (8)
corresponds to a larger α; also, the value of skewness γ
increases as α increases, suggesting that maximizing the
first term in Eq. (6) happens to simultaneously maximize
the shape parameter α along with the skewness of the
estimator, x̂uij(Θ).
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Figure 4: Increasing function γ(α).

In the optimization stage, the objective function is max-
imized by utilizing the asynchronous stochastic gradient
ascent—the opposite of asynchronous stochastic gradi-
ent descent (ASGD) [9]—for updating the parameters Θ
in parallel. For each triple (u, i, j) ∈ DS , an update
with learning rate β is performed as follows (see Algo-
rithm 1):

Θ←− Θ + β

(
∂Skew-OPT

∂Θ

)
,

where the gradient of Skew-OPT with respect to the
model parameters is

∂Skew-OPT
∂Θ

=
∑

(u,i,j)∈DS

∂

∂Θ
lnσ

((
x̂uij(Θ)− ξ

ω

)η)
− λΘ‖Θ‖2

∝
∑

(u,i,j)∈DS

e
−
(
x̂uij(Θ)−ξ

ω

)η
1 + e

−
(
x̂uij(Θ)−ξ

ω

)η ∂

∂Θ

(
x̂uij − ξ

ω

)η
− λΘΘ.

Algorithm 1: Model learning with Skew-OPT

Input DS ;
begin

Initialize Θ;
repeat

Sample a triple (u, i, j) from DS ;

Θ←− Θ + β

(
∂Skew-OPT

(
x̂uij(Θ)

)
∂Θ

)
;

until convergence;
return Θ;

end

3.3 Analogies to AUC optimization

With our optimization formulation in Section 3.2, we
here analyze the relationship between Skew-OPT and



AUC. The AUC per user is commonly defined as

AUC(u) :=
1∣∣I+

u

∣∣ ∣∣I \ I+
u

∣∣
∑

i∈I+
u

∑

j∈I\I+
u

δ(x̂uij > 0).

Above, δ(xuij) is the indicator function defined as

δ(x̂uij) =

{
1, if x̂uij > 0

0, otherwise.

The average AUC of all users is

AUC :=
1

|U |
∑

u∈U
AUC(u) =

∑

(u,i,j)∈DS
wuδ(x̂uij > 0),

(10)

where wu = 1

|U ||I+
u ||I\I+

u | .

The analogy between Eq. (10) and the objective func-
tion of BPR is clear as their main difference is the nor-
malizing constant. Note that BPR is a special case with
ξ = 0, ω = 1, η = 1 in the proposed Skew-OPT. With
Skew-OPT, the analogy becomes a bit involved and is ex-
plained as follows. In the proposed Skew-OPT with fixed
hyperparameters ξ, ω, η, Lemma 1 states that maximiz-
ing the first term of Eq. (6) simultaneously maximizes
the shape parameter α under the assumption of the skew
normal distribution for the estimator. Moreover, as men-
tioned in Sections 2.2.3 and 3.1, it is clear that increasing
α enlarges the probability p(x̂uij > 0), which is equal to
the area under the PDF curve for x̂uij > 0. This charac-
teristic hence clearly shows the analogy between Eq. (10)
and Skew-OPT.

Whereas the AUC above refers to the macro average of
the AUC values for all users, we here consider the micro
average version defined as

AUCmicro :=
1

|DS |
∑

(u,i,j)∈DS
δ(x̂uij > 0). (11)

Under the assumption that x̂uij follows the skew normal
distribution with fixed location parameter ξ and scale pa-
rameter ω, Eq. (11) can be rewritten as

AUCmicro :=E [δ(x̂uij > 0) ] = p(x̂uij > 0)

=1− F (0)

=1−Ψ

(
0− ξ
ω

)
+ 2T

((
0− ξ
ω

)
, α

)
,

where F (x) is the CDF of the skew normal distribution
in Eq. (3). Also, when α → ∞, AUCmicro achieves its

maximum value, one, with ξ ≥ 0, because

∀ξ ≥ 0, lim
α→∞

2T

((
0− ξ
ω

)
, α

)

=
1

2

(
1 + erf

(
0− ξ
ω

/
√

2

))
(12)

= Ψ

(
0− ξ
ω

)
.

For ξ < 0, the limit value in Eq. (12) becomes
1
2

(
1− erf

(
0−ξ
ω /
√

2
))

, but here we do not consider
this case as we seek to maximize the estimator by shift-
ing the distribution to the right on the horizontal axis.

4 Experiments

4.1 Dataset

To examine the performance of the proposed method, we
conducted experiments on five real-world datasets with
different sizes, densities, and domains, the statistics ow
which are shown in Table 2. For each of the datasets, we
converted the user-item interactions into implicit feed-
back. For the 5-star rating datasets, we treated ratings
higher than or equal to 3.5 as positive feedback and the
rest as negative feedback; as for the count-based datasets,
we took counts higher than 3 as positive feedback and
the remaining ones as negative feedback; for the CiteU-
like dataset, since it is already composed of binary user
preferences, no transformation was needed.

4.2 Baseline Algorithms

In the following experiments, we compared our proposed
model with the following five representative and widely
used recommendation algorithms.

• WRMF [10, 4] (weighted regularized matrix factor-
ization) a relational weighted version of matrix fac-
torization optimized by utilizing least-square learning
with an addition regularization term.

• BPR [11] (Bayesian personalized ranking) adopts
pairwise ranking loss for personalized recommenda-
tion and exploits direct user-item interactions to sepa-
rate negative items from positive items.

• WAPR [14] (weighted approximate-rank pairwise) an
improved ranking-based embedding model based on
BPR, which weighs pairwise violations depending on
their position in the ranked list.

• Hop-Rec [16] (high-order proximity recommenda-
tion) a state-of-the-art hybrid model that integrates the
concepts of graph-based and factorization-based mod-
els, where high-order neighbors in a user-item interac-
tion graph are exploited to enrich the information.



CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (η = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (η = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (η = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with η = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when η = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when η = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.
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our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics
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sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on
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posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

Figure 5: Sensitivity analysis. The first and the second rows represent the results for η = 3 and η = 5, respectively.
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posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%
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Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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(b) ξ = 12, ω = 3

Figure 6: Sensitivity analysis on η.

state of the art. It is also worth mentioning that the pro-
posed Skew-OPT achieves better results than Hop-Rec
and NGCF by solely using user-item interactions with-
out exploring high-order connections.

4.4.2 Sensitivity Analysis

Figure 5 shows the heat maps for mAP@10 on the two
key hyperparameters ξ and ω in the proposed Skew-OPT;
note that we here plot the results only for η = 3, 5 as
these two values yield consistently better performance
than η = 1 as shown in Table 1. From the figure, we ob-
serve that increasing ξ, which stands for the location pa-
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0.10

0.15
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0.35 ω = 1

ω = 3

ω = 5

Figure 7: Gradient smoothing (ξ = 8, η = 3).

rameter of the estimator, generally improves the perfor-
mance while considering a proper ω. In addition, the re-
sults of all of the five datasets display a similar tendency
in this sensitivity check; that is, a large ξ usually requires
a large ω and a small ξ considers a small ω. In other
words, if we consider the parameter setting in an opposite
direction from this characteristic, the performance of our
model deteriorates. This is due to the fact that increasing
ξ actually increases the possibility of the model overfit-
ting whereas a large ω yields gradient smoothing for the
optimization (see Figure 7 which demonstrates the gradi-
ent smoothing effect), thereby better balancing the over-
fitting that results from a large ξ. Note that the square
framed in black in each of the sub-figures of Figure 5 de-
notes the best performance for each dataset, the value of
which is listed in Table 1 (see the values in the columns
for mAP@10 in the table). We also provide sensitivity
checks on η = 1, 3, 5 with fixed ξ = 11 and ω = 3 and
ξ = 12 and ω = 3 in Figure 6. The figure shows that
under the same location parameter and scale parameter,
η = 3 and η = 5 usually yield better performance than
η = 1 among all datasets.
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CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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and the testing set, respectively. Also, the reported re-
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to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
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performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%
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Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

CiteUlike Amazon-Book Last.fm-360K MovieLens-Latest Epinions-Extend

Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10 Recall@10 mAP@10

WRMF [10, 4] 0.2159 0.1236 0.0950 0.0374 0.1308 0.0576 0.2122 0.1061 0.1025 0.0415
BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%

Skew-OPT (⌘ = 3) *0.2481 *0.1591 *0.1173 *0.0504 *0.2032 *0.1103 *0.2852 *0.1686 *0.1768 *0.0941
Improv. (%) +6.89% +16.38% +9.42% +18.07% +15.25% +17.71% +3.78% +3.18% +9.33% +15.74%

Skew-OPT (⌘ = 5) *0.2553 *0.1626 *0.1163 *0.0522 *0.2012 *0.1083 *0.2879 *0.1699 *0.1758 *0.0915
Improv. (%) +9.91% +18.94% +8.48% +22.53% +14.12% +15.58% +4.76% +3.97% +8.71% +12.54%

Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
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4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.
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our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
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mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.
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posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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dation. To evaluate the model capability for this task, we
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the best results are highlighted in bold. For NGCF, we
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provement of the proposed Skew-OPT with respect to the
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WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
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to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
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mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing
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scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.
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BPR [11] 0.2217 0.1332 0.0972 0.0390 0.1394 0.0690 0.1952 0.1097 0.1137 0.0584
WARP [14] 0.1859 0.1033 0.0869 0.0356 † 0.1763 † 0.0937 † 0.2748 † 0.1634 0.1479 0.0711
Hop-Rec [16] 0.2232 0.1319 † 0.1072 † 0.0426 0.1701 0.0870 0.2557 0.1419 † 0.1617 † 0.0813
NGCF [13] † 0.2321 † 0.1367 0.0818 0.0335 - - - - - -

Skew-OPT (⌘ = 1) *0.2413 *0.1541 0.1069 *0.0467 *0.1976 *0.1051 0.2809 0.1636 *0.1743 *0.0914
Improv. (%) +3.96% +12.72% -0.27% +9.62% +12.08% +12.17% +2.21% +0.12% +7.79% +12.42%
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Table 1: Recommendation performance. The † symbol indicates the best performing score among all the compared models; ‘*’ and
‘Improv. (%)’ denote statistical significance at p-value < 0.01 with a paired t-test and the percentage improvement of the proposed
model, respectively, with respect to the best performing value in the baselines.

Users Items Edges Edge type

CiteULike 5,551 16,980 210,504 like/dislike
Amazon-Book 70,679 24,916 846,522 5-star
Last.fm-360K 23,566 48,123 303,4763 play count
MovieLens-Latest 259,137 40,110 24,404,096 5-star
Epinions-Extend 701,498 110,235 12,581,748 5-star

Table 2: Dataset statistics

• NGCF [13] (neural graph collaborative filtering) the
state-of-the-art neural-based CF model that recur-
sively propagates the embeddings on the user-item in-
teraction graph, where high-order connectivity is also
encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.

4.4 Experimental Results

In the following sections, we demonstrate the recommen-
dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on

the task of top-N recommendation and compare the pro-
posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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dation. To evaluate the model capability for this task, we
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sion (mAP). For all datasets, we randomly divided the
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and the testing set, respectively. Also, the reported re-
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of compared models were determined via a grid search
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mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
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encoded into user and item embeddings.

4.3 Evaluation and Settings

In the experiments, we focus on top-N item recommen-
dation. To evaluate the model capability for this task, we
utilized the following two commonly used performance
evaluation metrics: 1) recall and 2) mean average preci-
sion (mAP). For all datasets, we randomly divided the
interaction data into 80% and 20% as the training set
and the testing set, respectively. Also, the reported re-
sults are the averaged results over five repetitions in this
manner. In addition, the dimensions of embedding vec-
tors were all fixed to 128, and all the hyperparameters
of compared models were determined via a grid search
over different settings, from which the combination that
leads to the best performance was chosen. The ranges of
hyperparameters we searched for the compared methods
are listed as follows.
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dation performance and several characteristics of the pro-
posed Skew-OPT. First, we conduct the experiments on
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posed method with the five baselines. We then provide a
sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
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dation. To evaluate the model capability for this task, we
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that the proposed model maintains consistent superior
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to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
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mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing
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sensitivity analysis for the three key hyperparameters in
our model. Finally, we study the learned distributions of
the estimator for the five datasets and compare them with
the skew normal distribution.

4.4.1 Top-N Recommendation Performance

Table 1 compares the top-N recommendation perfor-
mance of Skew-OPT and the five baseline methods,
where we list the results with ⌘ = 1, 3, 5 for comparison;
the best results are highlighted in bold. For NGCF, we
report only the results on Amazon-book and CiteULike
due to computational resource limitations.2 Note that
the † symbol in the table indicates the best performing
method among all the baseline methods, and the reported
percentage improvement (Improv. (%)) denotes the im-
provement of the proposed Skew-OPT with respect to the
best-performing baseline. Observe from the table that
WARP, HOP-rec, and NGCF serve as strong and com-
petitive baselines. Even so, the proposed Skew-OPT sur-
passes all five baselines by a significant amount for the
experiments on all five datasets. The results demonstrate
that the proposed model maintains consistent superior
performance among different datasets in terms of both
recall@10 and mAP@10, where the improvements range
from 3.78% to 15.25% in Recall@10 and from 3.18%
to 18.07% in mAP@10 when ⌘ = 3, and from 4.76%
to 14.12% in Recall@10 and from 3.97% to 22.53% in
mAP@10 when ⌘ = 5. Hence, according to the results
reported in Table 1, we believe such improvements are
substantial, thereby significantly advancing the existing

2NGCF requires extensive computational time for large-
scale datasets, e.g., more than 24 hours to obtain a converged
result for MovieLens-Latest; note that the training of other
models including ours can however be completed within an
hour.

Figure 8: Learned distributions and the skew normal distributions (ξ = 11, ω = 3). The first and the second rows represent the
distributions when η = 3 and η = 5, respectively. The bar plots in red denotes the learned distributions with Skew-OPT, and the
curves corresponds to the skew normal distributions with ξ = 11 and ω = 3 but with various values of shape parameter α.
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Figure 9: Learned distributions with different location parame-
ters (ω = 2 and η = 3).

4.4.3 Distribution Analysis

Figure 8 compares the learned distribution of the estima-
tor x̂uij for each dataset to the corresponding skew nor-
mal distribution under the setting of ξ = 11 and ω = 3.
Note that the learned distribution is generated from the
training data with the model trained on the hyperparam-
eters same as the above setting, i.e., ξ = 11, ω = 3, and
η = 3 (the first row) or η = 5 (the second row). From the
figure, we observe that the learned distributions are with
similar shapes to the right-skewed normal distributions,
especially under the case that η = 5. It is worth noting
that as Skew-OPT does not directly constrain the distri-
bution, there is by nature no guarantee on the shape of
the learned distributions. Moreover, except for the maxi-
mization to the likelihood function in the objective func-
tion (i.e., the first term in the objective), Skew-OPT also
involves a regularization term; as a result, it is nature that
the learned distributions do not exactly fit the skew nor-
mal distributions with the same ξ and ω. Even so, from
Figure 8, we observe that the learned distributions for all

datasets are all right-skewed, which corresponds to the
statement in Lemma 1 and the AUC analogies in Sec-
tion 3.3. On the other hand, Figure 9 shows the learned
distributions when adopting different location parame-
ters ξ but with fixed ω = 2 and η = 3. As shown in
the figure, pushing ξ to be a larger value indeed moves
the distribution to the right, thereby increasing the pos-
sibility of x̂uij > 0 and thus the potential to boost the
recommendation performance.

5 Conclusions

We proposes a novel optimization criterion, Skew-Opt,
that leverages features of the skew normal distribution to
better model the problem of personalized recommenda-
tion. We further present theoretical insights on the re-
lation between the maximization of Skew-OPT and the
shape parameter in the skew normal distribution along
with the skewness as well as the asymptotic results of
the criterion to AUC maximization. Experimental re-
sults show that models trained with the Skew-OPT yield
consistently the best recommendation performance on all
tested datasets. In addition, the sensitivity and distribu-
tion analyses not only provide valuable and practical in-
sights for choosing the hyperparameters but also attest
the importance of the characteristics of the learned distri-
bution to the recommendation performance. In sum, this
work is the first that explicitly considers the distribution
of the estimator for recommendation algorithms; explor-
ing the way to shape the estimator distribution should be
of great potential to boost recommendation performance
and is an interesting future research direction worth to
further investigate.
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