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Abstract

Many classical algorithms output graphical rep-
resentations of causal structures by testing con-
ditional independence among a set of random
variables. In dynamical systems, local inde-
pendence can be used analogously as a testable
implication of the underlying data-generating
process. We suggest some inexpensive meth-
ods for causal screening which provide output
with a sound causal interpretation under the as-
sumption of ancestral faithfulness. The popular
model class of linear Hawkes processes is used
to provide an example of a dynamical causal
model. We argue that for sparse causal graphs
the output will often be close to complete. We
give examples of this framework and apply it
to a challenging biological system.

1 INTRODUCTION

Constraint-based causal learning is computationally and
statistically challenging. There is a large literature on
learning structures that are represented by directed acyclic
graphs (DAGs) or marginalizations thereof (see Maathuis
et al.| (2019) for references). The fast causal inference
algorithm (FCI, Spirtes et al.,2000) provides in a certain
sense maximally informative output (Zhang, |[2008), but
at the cost of using a large number of conditional inde-
pendence tests (Colombo et al.| [2012). To reduce the
computational cost, other methods provide output which
has a sound causal interpretation, but may be less informa-
tive. Among these are the anytime FCI (Spirtes,|2001)) and
RFCI (Colombo et al.,|2012). A recent algorithm, ances-
tral causal inference (ACI, [Magliacane et al.,[2016), aims
to learn only the directed part of the underlying graphical
structure which allows for a sound causal interpretation
even though some information is lost.
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In this paper, we describe some simple methods for learn-
ing causal structure in dynamical systems represented by
stochastic processes. Many authors have described frame-
works and algorithms for learning structure in systems of
time series, ordinary differential equations, stochastic dif-
ferential equations, and point processes. However, most
of these methods do not have a clear causal interpretation
when the observed processes are part of a larger system
and most of the current literature is either non-causal in
nature, or requires that there are no unobserved processes.

Analogously to testing conditional independence when
learning DAGs, one can use tests of local independence
in the case of dynamical systems. [Eichler| (2013)), Meek
(2014), and Mogensen et al.| (2018)) propose algorithms for
learning graphs that represent local independence struc-
tures. We show empirically that we can recover features
of their graphical learning target using considerably fewer
tests of local independence. First, we suggest a learning
target which is easier to learn, though still conveys useful
causal information, analogously to ACI (Magliacane et al.,
2016). Second, the proposed algorithm is only guaranteed
to provide a supergraph of the learning target and this also
reduces the number of local independence tests drasti-
cally. A central point is that our proposed methods retain
a causal interpretation in the sense that absent edges in
the output correspond to implausible causal connections.

Meek| (2014)) suggests learning a directed graph to rep-
resent a causal dynamical system and gives a learning
algorithm which we will describe as a simple screening
algorithm (Section [4.2). We show that this algorithm
can be given a sound interpretation under a weaker faith-
fulness assumption than that of Meek| (2014). We also
provide a simple interpretation of the output of this algo-
rithm and we show that similar screening algorithms can
give comparable results using considerably fewer tests of
local independence.

All proofs are provided in the supplementary material.
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(a) Top: Example data from a four-dimensional Hawkes process.
Bottom: The corresponding intensities. The time axis is aligned
between the two plots.
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(b) Left: The causal graph (see Section 2.1) of a four-
dimensional Hawkes process. Right: Learning output of stan-
dard approach (see Section[2)) when 3 is unobserved. When 3
is unobserved, 2 is predictive of 4 and vice versa (heuristically,
more events in process 2 indicate more events in 3 which in turn
indicates more events in 4). However, they are not causally con-
nected and using local independence one can learn that 2 is not
a parent of 4. This is important to predict what would happen
under interventions in the system as the right-hand graph indi-
cates that an intervention on 2 would change the distribution of
4 even though this is not the case as g®* = 0 for o € {1, 3,4}.

Figure 1: Subﬁgure shows data generated from the system in (left). Until the first event all intensities are constant

(equal to i, for the a-process). The first event occurs in process 3. We see that g%, ¢33

, and g43 are different from

zero as encoded by the graph in[Tb| (left). Therefore the event makes the intensity processes of 2, 3, and 4 jump, making
new events in these processes more likely in the immediate future @ bottom).

2 HAWKES PROCESSES

Local independence can be defined in a wide range of
discrete-time and continous-time dynamical models (e.g.,
point processes (Didelez, 2000), time series (Eichler,
2012), and diffusions (Mogensen et al.,|2018)). See also
Commenges and Gégout-Petit (2009)), and the algorith-
mic results we present apply to all these classes of models.
However, the causal interpretation will differ between
these model classes, and we will use the linear Hawkes
processes to exemplify the framework. [Laub et al.| (2015))
give an accessible introduction to this continuous-time
model class and [Liniger| (2009), Bacry et al.|(2015), and
Daley and Vere-Jones| (2003) provide more background.
Hawkes processes have also been studied in the machine
learning community in recent years (Zhou et al.| 2013albj
Luo et al., 2015; [ Xu et al.|l 2016} [Etesami et al., [2016;
Achab et al., 2017 [Tan et al.l 2018} [Xu et al., 2018;
Trouleau et al., 2019). It is important to note that these
papers all consider the case of full observation, i.e., ev-
ery coordinate process is observed. In causal systems
that are not fully observed that assumption may lead to
false conclusions (see Figure [Tb). Our work addresses
the learning problem without the assumption of full ob-
servation, hence there can be unknown and unobserved
confounding processes.

On a filtered probability space, (2, F, (F:),P), we con-
sider an n-dimensional multivariate point process, X =
(X1,...,X"™). F, is a filtration, i.e., a nondecreasing
family of o-algebras, and it represents the information
which is available at a specific time point. Each coordi-

nate process X “ is described by a sequence of positive,
stochastic event times 77", 75", ... such that T%* > T
almost surely for j > i. Welet V = {1,...,n}. This
can also be formulated in terms of a counting process,
N, such that N& = 3. 1(7,<s), « € V. There exists
so-called intensity processes, A = (A, ..., \™), such that
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and the intensity at time ¢ can therefore be thought of
as describing the probability of a jump in the immediate
future after time ¢ conditionally on the history until time ¢
as captured by the F;-filtration. In a linear Hawkes model,
the intensity of the a-process, o € V/, is of the simple
form

A;*_;LQJFZ/ V(t — s) AN?
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where p, > 0 and the function ¢g*” : Ry — R is non-
negative for all o,y € V. From the above formula, we
see that if g% = 0, then the a-process does not enter
directly into the intensity of the S-process and we will
formalize this observation in subsequent sections. The
intensity processes determine how the Hawkes process
evolves and if g?* = 0 then the a-process does not di-
rectly influence the evolution of the S-process (it may of



course have an indirect influence which is mediated by
other processes). Figure [Ta] provides an example of data
from a linear Hawkes process and an illustration of its
intensity processes.

2.1 A DYNAMICAL CAUSAL MODEL

We will in this section define what we mean by a dynami-
cal causal model in the case of a linear Hawkes process
and also define a graph (V, E') which represents the causal
structure of the model. The node set V' is the index set of
the coordinate processes of the multivariate Hawkes pro-
cess, thus identifying each node with a coordinate process.
If we first consider the case where X = (X,..., X,,) is
a multivariate random variable, it is common to define
a causal model in terms of a DAG, D, and a structural
causal model (Pearl, 2009; Peters et al., 2017) by assum-
ing that there exists functions f; and error terms ¢; such
that

X fz( pap (X;)» 61)

for i = 1,...,n. The causal assumption amounts to
assuming that the functional relations are stable under in-
terventions. This idea can be transferred to dynamical sys-
tems (see also Rgysland (2012); Mogensen et al.| (2018)).
In the case of a linear Hawkes process as described above,
we can consider intervening on the a-process and force
events to occur at the deterministic times ¢4, . .., tx, and
at these times only. In this case, the causal assumption
amounts to assuming that the distribution of the inter-
vened system is governed by the intensities
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forall 5 € V' \ {a} and where N{* = 35 11, <p). We
will not go into a discussion of the existence of these
interventional stochastic processes. The above is a hard
intervention in the sense that the a-process is fixed to be a
deterministic function of time. Note that one could easily
imagine other types of interventions such as soft interven-
tions where the intervention process, «, is not determin-
istic. One can also extend this to interventions on more
than one process. It holds that Nﬂh — NP ~ Pois(\? - n)
in the limit 2~ — 0, and we can think of this as a simula-
tion scheme in which we generate the points in one small
interval in accordance to some distribution depending on
the history of the process. As such the intensity describes

a structural causal model at infinitesimal time steps and
the g®’-functions are in a causal model stable under in-
terventions in the sense that they also describe how the
intervention process N enters into the intensity of the
other processes.

We use the set of functions {g?“}, sev to define the
causal graph of the Hawkes process. A graph is a pair
(V, E) where V is a set of nodes and F is a set of edges
between these nodes. We assume that we observe the
Hawkes process in the time interval J = [0,T], T € R.
The causal graph has node set V' (the index set of the
coordinate processes) and the edge o« — [ is in the causal
graph if and only if g% is not identically zero on .J. We
call this graph causal as it is defined using {g°*} 4 sev
which is a set of mechanisms assumed stable under in-
terventions, and this causal assumption is therefore anal-
ogous to that of a classical structural causal model as
briefly introduced above.

2.2 PARENT GRAPHS

In principle, we would like to recover the causal graph,
D, using local independence tests. Often, we will only
have partial observation of the dynamical system in the
sense that we only observe the processes in O C V. We
will then aim to learn the parent graph of D on nodes O.

Definition 1 (Parent graph). Let D = (V, E') be a causal
graph and let O C V. The parent graph of D on nodes
O is the graph (O, F) such that for o, 8 € O, the edge
a — [ isin F if and only if the edge o — [ is in the
causal graph or there is a pathaw — §y — ... = 6 —
in the causal graph such that d;,...,0; ¢ O, for some
E>0.

We denote the parent graph of the causal graph by P (G),
or just P(G) if the set O used is clear from the context.
In applications, a parent graph may provide answers to
important questions as it tells us the causal relationships
between the observed nodes. A similar idea was applied
in DAG-based models by Magliacane et al.|(2016), though
that paper describes an exact method and not a screening
procedure. In large systems, it can easily be infeasible to
learn the complete independence structure of the observed
system, and we propose instead to estimate the parent
graph which can be done efficiently. In the supplementary
material, we give another characterization of a parent
graph. Figure [2] contains an example of a causal graph
and a corresponding parent graph.

2.3 LOCAL INDEPENDENCE

Local independence has been studied by several authors
and in different classes of continuous-time models as
well as in time series (Aalen, |1987; |Didelezl 2000, 2008}



(o

Figure 2: Left: A causal graph on nodes V' = {a, 3,7, 0, €, ¢}. Right: The corresponding parent graph on nodes
O = {a,d,c}. Note that causal graphs and parent graphs may contain cycles. The parent graph does not contain
information on the confounder process ¢ as it only encodes ‘causal ancestors’. One can also marginalize the causal
graph to obtain a directed mixed graph from which one can read off the parent graph (see the supplementary material).

Eichler and Didelez, |2010). We give an abstract defini-
tion of local independence, following the exposition by
Mogensen et al.|(2018).

Definition 2 (Local independence). Let X be a multi-
variate stochastic process and let V' be an index set of its
coordinate processes. Let 7/ denote the complete and
right-continuous version of the o-algebra o({ X2 : s <
t,a € D}), D C V. Let A be a multivariate stochastic
process (assumed to be integrable and cadlag) such that its
coordinate processes are indexed by V. For A, B,C C V,
we say that X © is A-locally independent of X4 given X ¢
(or simply B is A-locally independent of A given C) if
the process

t — B\ | FOU4

has an F -adapted version for all 3 € B. We write this
as A Ay B|C,orsimply A4 B|C.

In the case of Hawkes processes, the intensities will be
used as the A\-processes in the above definition. [Didelez
(2000), Mogensen et al.| (2018), and Mogensen and
Hansen| (2020) provide technical details on the defini-
tion of local independence. Local independence can be
thought of as a dynamical system analogue to the classi-
cal conditional independence. It is, however, asymmetric
which means that A 4 B | C' doesnotimply B 4 A | C.
This is a natural and desirable feature of an independence
relation in a dynamical system as it helps us distinguish
between the past and the present. It is important to note
that by testing local independences we can obtain more
information about the underlying parent graph than by
simply assuming full observation and fitting a model to
the observed data (see Figure [ID).

2.3.1 Local Independence and the Causal Graph

To make progress on the learning task, we will in this sub-
section describe the link between the local independence
model and the causal graph.

Definition 3 (Pairwise Markov property (Didelez, 2008)).
We say that a local independence model satisfies the pair-
wise Markov property with respect to a directed graph,
D = (V,E), if the absence of the edge @« — S in D
impliesa 4, 8|V \aforalla,f e V.

We will make the following technical assumption through-
out the paper. In applications, the functions g7 are often
assumed to be of the below type (Laub et al.|(2015)).

Assumption 4. Assume that N is a multivariate Hawkes
process and that we observed N over the interval J =
[0,7] where T' > 0. For all o, € V, the function
g% : Ry — Ris continuous and jz,, > 0.

A version of the following result was also stated by |[Eich{
ler et al.| (2017) but no proof was given and we provide
one in the supplementary material. If G; = (V, E;) and
Go = (V, Ey) are graphs, we say that G; is a proper
subgraph of G if B4 C Es.

Proposition 5. The local independence model of a linear
Hawkes process satisfies the pairwise Markov property
with respect to the causal graph of the process and no
proper subgraph of the causal graph has the property.

3 GRAPH THEORY AND
INDEPENDENCE MODELS

A graph is a pair (V, E) where V is a finite set of nodes
and E a finite set of edges. We will use ~ to denote a
generic edge. Each edge is between a pair of nodes (not
necessarily distinct), and for o, 5 € V, e € E, we will
write o ~ [3 to denote that the edge e is between « and 3.
We will in particular consider the class of directed graphs
(DGs) where between each pair of nodes o, 5 € V one
has a subset of the edges {a« — 3, + (3}, and we say
that these edges are directed.

Let G; = (V, Ey) and Gy = (V, E3) be graphs. We say
that G- is a supergraph of Gy, and write G; C G, if
E, C Es. Foragraph G = (V, E) such that o, 8 € V,



we write « —¢ 3 to indicate that the directed edge from
« to 3 is contained in the edge set E. In this case we say
that o is a parent of 3. We let pag(/3) denote the set of
nodes in V' that are parents of 3. We write a /¢  to
indicate that the edge is not in E. Earlier work allowed
loops, i.e., self-edges o — «, to be either present or
absent in the graph (Meek, [2014}; [Mogensen et al., 2018];
Mogensen and Hansen, |2020). We assume that all loops
are present, though this is not an essential assumption.

A walk is a finite sequence of nodes, a;; € V, and edges,
e; € E, (ay,e1,as,...,ak, e, agpr1) such that e; is
between «; and a4 for alls = 1,..., k and such that
an orientation of each edge is known. We say that a walk
is nontrivial if it contains at least one edge. A path is a
walk such that no node is repeated. A directed path from
« to (3 is a path such that all edges are directed and point
in the direction of 3.

Definition 6 (Trek, directed trek). A trek between o and
[ is a (nontrivial) path {(«, eq, . . ., e, 8) with no colliders
(Foygel et al.| [2012). We say that a trek between « and 3
is directed from « to [ if e has a head at 3.

We will formulate the following properties using a gen-
eral independence model, Z, on V. Let P(-) denote the
power set of some set. An independence model on V'
is simply a subset of P(V') x P(V) x P(V') and can be
thought of as a collection of independence statements that
hold among the processes/variables indexed by V. In
subsequent sections, the independence models will be de-
fined using the notion of local independence. In this case,
for A, B,C CV, A /4 B | C is equivalent to writing
(A, B | C) € T in the abstract notation, and we use the
two interchangeably. We do not require Z to be symmet-
ric, i.e., (A, B | C) € T does notimply (B, A | C) € T.
In the following, we also use p-separation which is a
ternary relation and a dynamical model (and asymmetric)
analogue to d-separation or m-separation.

Definition 7 (u-separation). Let G = (V, E) be a DMG,
and let o, 8 € V and C C V. We say that a (nontriv-
ial) walk from « to 3, {a, e, ..., ek, (), is p-connecting
given C if a ¢ C, the edge ej has a head at 3, every
collider on the walk is in an(C') and no noncollider is
inC. Let A, B,C C V. We say that B is u-separated
from A given C' if there is no p-connecting walk from
any o € Atoany 5 € B given C. In this case, we write
Al,B|C,orA 1, B|C[G]if we wish to emphasize
the graph to which the statement relates.

More graph-theoretical definitions and references are
given in the supplementary material.

Definition 8 (Global Markov property). We say that an
independence model 7 satisfies the global Markov prop-
erty withrespecttoa DG, G = (V, E),if A L, B | C [G]
implies (A, B | C) € Zforall A,B,C C V.

From Proposition[5] we know that the local independence
model of a linear Hawkes process satisfies the pairwise
Markov property with respect to its causal graph, and
using the results in |Didelez| (2008)) and Mogensen et al.
(2018)) it also satisfies the global Markov property with
respect to this graph.

Definition 9 (Faithfulness). We say that 7 is faithful with
respectto a DG, G = (V, E), if (4, B | C) € T implies
Al,B|CI[G]forall A,B,C CV.

4 NEW LEARNING ALGORITHMS

In this section, we state a very general class of algo-
rithms which is easily seen to provide sound causal
learning and we describe some specific algorithms. We
throughout assume that there is some underlying, true DG,
Dy = (V, E), describing the causal model and we wish
to output P (Dy). However, this graph is not in general
identifiable from the local independence model. In the
supplementary material, we argue that for an equivalence
class of parent graphs, there exists a unique member of
the class which is a supergraph of all other members. De-
note this unique graph by D. Our algorithms will output
supergraphs of D, and the output will therefore also be
supergraphs of the true parent graph.

We assume that we are in the ‘oracle case’, i.e., have
access to a local independence oracle that provides the
correct answers. We will say that an algorithm is sound if
it in the oracle case outputs a supergraph of D and that it is
complete if it outputs D. We let ZC denote the local inde-
pendence model restricted to subsets of O, i.e., this is the
observed part of the local independence model. We pro-
vide algorithms that are guaranteed to be sound, but only
complete in particular cases. Naturally, one would wish
for completeness as well. However, complete algorithms
can easily be computationally infeasible whereas sound
algorithms can be very inexpensive (e.g., [Mogensen et al.,
2018)). We think of these sound algorithms as screening
procedures as they rule out some causal connections, but
do not ensure completeness.

4.1 ANCESTRAL FAITHFULNESS

Under the faithfulness assumption, every local indepen-
dence implies p-separation in the graph. We assume a
weaker, but similar, property to show soundness. For
learning marginalized DAGs, weaker types of faithfulness
have also been explored, see|Zhang and Spirtes| (2008));
Zhalama et al.| (2017a.b).

Definition 10 (Ancestral faithfulness). Let 7 be an in-
dependence model and let D be a DG. We say that Z
satisfies ancestral faithfulness with respect to D if for ev-
erya,f € Vand C CV\{a}, (a,p | C) € T implies



that there is no p-connecting directed path from a to g3
given C'in D.

Ancestral faithfulness is a strictly weaker requirement
than faithfulness. We conjecture that local independence
models of linear Hawkes processes satisfy ancestral faith-
fulness with respect to their causal graphs. Heuristically,
if there is a directed path from « to 3 which is not blocked
by any node in C, then information should flow from « to
B, and this cannot be ‘cancelled out’ by other paths in the
graph as the linear Hawkes processes are self-excitatory,
i.e., no process has a dampening effect on any process.
This conjecture is supported by the so-called Poisson
cluster representation of a linear Hawkes process (see
Jovanovic et al.| (2015)).

4.2 SIMPLE SCREENING ALGORITHMS

As a first step in describing a causal screening algorithm,
we will define a very general class of learning algorithms
that simply test local independences and sequentially re-
move edges. It is easily seen that under the assumption of
ancestral faithfulness every algorithm in this class gives
sound learning in the oracle case. The complete DG on
nodes V' is the DG with edge set {a — 8 | o, 8 € V'}.

Definition 11 (Simple screening algorithm). We say that
a learning algorithm is a simple screening algorithm if it
starts from a complete DG on nodes O and removes an
edge a — [ only if a conditioning set C' C O \ {a} has
been found such that (o, 3 | C) € Z°.

The next results describe what can be learned from absent
edges in the output of a simple screening algorithm.

Proposition 12. Assume that 7 satisfies ancestral faith-
fulness with respect to Dy = (V, E). The output of any
simple screening algorithm is sound in the oracle case.

Corollary 13. Assume ancestral faithfulness of Z with
respect to Dy and let A, B, C' C O. If every directed path
from A to B goes through C' in the output graph of a
simple screening algorithm, then every directed path from
A to B goes through C' in Dy.

Corollary 14. If there is no directed path from A to B in
the output graph, then there is no directed path from A to
B in D.

4.3 PARENT LEARNING

In the previous section, it was shown that if edges are
only removed when a separating set is found the output is
sound under the assumption of ancestral faithfulness. In
this section we give a specific algorithm. The key obser-
vation is that we can easily retrieve structural information
from a rather small subset of local independence tests.

Let D? denote the output from Subalgorithm (see below).
The following result shows that under the assumption of
faithfulness, & —p: ( if and only if there is a directed
trek from a to 8 in Dy.

Proposition 15. There is no directed trek from « to 5 in
Dy ifand only if o« L, 3| B [Do].

Note that above, S in the conditioning set represents the
[B-past while the other S represents the present of the (-
process. While there is no distinction in the graph, this
interpretation follows from the definition of local inde-
pendence and the global Markov property. We will refer
to running first Subalgorithm[T]and then Subalgorithm 2]
(using the output DG from the first as input to the second)
as the causal screening (CS) algorithm. Intuitively, Subal-
gorithm [2] simply tests if a candidate set (the parent set) is
a separating set and other candidate sets could be chosen.

Proposition 16. The CS algorithm is a simple screening
algorithm.

It is of course of interest to understand under what con-
ditions the edge o — [ is guaranteed to be removed by
the CS algorithm when it is not in the underlying target
graph. In the supplementary material we state and prove
a result describing one such condition.

input :alocal independence oracle for Z¢
output :a DG on nodes O
initialize D as the complete DG on O;
foreach (o, 3) € V x V do

if a 45 (| 5 then

‘ delete o — 3 from D;

end
end
return D

Subalgorithm 1: Trek step

input :a local independence oracle for Z° and a
DG,D = (O, E)

output :a DG on nodes O

foreach (o, 8) € V' x V such that « —p (3 do

if a 725 f | pap(P) \ {o} then

‘ delete o« — 3 from D;
end
end
return D

Subalgorithm 2: Parent step

4.4 ANCESTRY PROPAGATION

In this section, we describe an additional step which prop-
agates ancestry by reusing the output of Subalgorithm|[I]to



remove further edges. This comes at a price as one needs
faithfulness to ensure soundness. The idea is similar to
ACI (Magliacane et al., 2016).

input :aDG,D = (O, E)
output :a DG on nodes O
initialize F, = () as the empty edge set;
foreach (o, 8,7) € V X V x V such that «, 3,7
are all distinct do
ifa —p B B/Apa B—pyandafpy

then
| update E, = E, U{8 — ~};
end
end
Update D = (V,E \ E,);
return D

Subalgorithm 3: Ancestry propagation

In ancestry propagation, we exploit the fact that any trek
between « and 3 (such that «y is not on this trek) com-
posed with the edge 8 — ~ gives a directed trek from
« to . We only use the trek between o and 3 ‘in one
direction’, as a directed trek from « to 3. In Subalgorithm
H] (supplementary material), we use a trek between « and
[ twice when possible, at the cost of an additional test.

We can construct an algorithm by first running Subalgo-
rithm[I] then Subalgorithm 3] and finally Subalgorithm
[2] (using the output of one subalgorithm as input to the
next). We will call this the CSAPC algorithm. If we use
Subalgorithm 4] (in the supplementary material) instead
of Subalgorithm 3] we will call this the CSAP.

Proposition 17. If 7 is faithful with respect to Dy, then
CSAP and CSAPC both provide sound learning.

S APPLICATION AND SIMULATIONS

When evaluating the performance of a sound screening
algoritm, the output graph is guaranteed to be a super-
graph of the true parent graph, and we will say that edges
that are in the output but not in the true graph are excess
edges. For a node in a directed graph, the indegree is
the number of directed edges adjacent with and pointed
into the node, and the outdegree is the number of directed
edges adjacent with and pointed away from the node.

One should note that all our experiments are done us-
ing an oracle test, i.e., instead of using real or synthetic
data, the algorithms simply query an oracle for each local
independence and receive the correct answer. This tests
whether or not an algorithm can give good results using an
efficient testing strategy (i.e., a low number of queries to
the oracle) and therefore it evaluates the algorithms. This

approach separates the algorithm from the specific test of
local independence and evaluates only the algorithm. As
such this is highly unrealistic as we would never have ac-
cess to an oracle with real data, however, we should think
of these experiments as a study of efficiency. The oracle
approach to evaluating graphical learning algorithms is
common in the DAG-based case, see |Spirtes| (2010) for
an overview.

Also note that the comparison is only made with other
constraint-based learning algorithms that can actually
solve the problem at hand. Learning methods that assume
full observation (such as the Hawkes methods mentioned
in Section [2) would generally not output a graph with
the correct interpretation even in the oracle case (see the
example in Figure [Tb).

5.1 C.ELEGANS NEURONAL NETWORK

Caenorhabditis elegans is a roundworm in which the
network between neurons has been mapped completely
(Varshney et al., [2011). We apply our methods to this
network as an application to a highly complex network.
It consists of 279 neurons which are connected by both
non-directional gap junctions and directional chemical
synapses. We will represent the former as an unobserved
process and the latter as a direct influence which is con-
sistent with the biological system (Varshney et al.| [2011).
From this network, we sampled subnetworks of 75 neu-
rons each (details in the supplementary material) and
computed the output of the CS algorithm. These sub-
sampled networks had on average 1109 edges (including
bidirected edges representing unobserved processes, see
the supplementary material) and on average 424 directed
edges. The output graphs had on average 438 excess
edges which is explained by the fact that there are many
unobserved nodes in the graphs. To compare the output to
the true parent graph, we computed the rank correlation
between the indegrees of the nodes in the output graph and
the indegrees of the nodes in the true parent graph, and
similarly for the outdegree (indegree correlation: 0.94,
outdegree correlation: 0.52). Finally, we investigated the
method’s ability to identify the observed nodes of highest
directed connectivity (i.e., highest in- and outdegrees).
The neuronal network of c. elegans is inhomogeneous
in the sense that some neurons are extremely highly con-
nected while others are only very sparsely connected. We
considered the 15 nodes of highest indegree/outdegree
(out of the 75 observed nodes). On average, the CS algo-
rithm placed 13.4 (in) and 9.2 (out) of these 15 among the
15 most connected nodes.

From the output of the CS algorithm, we can find areas of
the neuronal network which mediates information from
one area to another, e.g., using Corollary
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Figure 3: Comparison of performance.

5.2 COMPARISON OF ALGORITHMS

In this section we compare the proposed causal screen-
ing algorithms with previously published algorithms that
solve similar problems. Mogensen et al.| (2018) propose
two algorithms, one of which is sure to output the correct
graph when an oracle test is available. They note that this
complete algorithm is computationally very expensive
and adds little extra information, and therefore we will
only consider their other algorithm for comparison. We
will call this algorithm dynamical FCI (dFCI) as it resem-
bles FCI (Mogensen et al.,[2018)). dFCI actually solves a
harder learning problem (see details in the supplementary
material), however, it is computationally infeasible for
many problems.

The Causal Analysis (CA) algorithm of Meek| (2014) is
a simple screening algorithm and we have in this paper
argued that it is sound for learning the parent graph under
the weaker assumption of ancestral faithfulness. Even
though this algorithm uses a large number of tests, it is
not guaranteed to provide complete learning as there may
be inseparable nodes that are not adjacent (Mogensen
et al.,[2018}; [IMogensen and Hansen, 2020).

For the comparison of these algorithms, two aspects are
important. As they are all sound, one aspect is the number
of excess edges. The other aspect is of course the number
of tests needed. The CS and CSAPC algorithms use at
most 2n(n — 1) tests and empirically the CSAP uses
roughly the same number as the two former. This makes
them feasible in large graphs. The quality of their output
is dependent on the sparsity of the true graph, though
the CSAP and CSAPC algorithms can deal considerably
better with less sparse graphs (Subfigure 3b).

6 DISCUSSION

We suggested inexpensive constraint-based methods for
learning causal structure based on testing local indepen-
dence. An important observation is that local indepen-
dence is asymmetric while conditional independence is
symmetric. In a certain sense, this may help when con-
structing learning algorithms as there is no need of some-
thing like an ‘orientation phase’ as in the FCI. This fa-
cilitates using very simple methods to give sound causal
learning as we do not need the independence structure
in full to give interesting output. Simple screening algo-
rithms may be either adaptive or nonadaptive. We note
that nonadaptive algorithms may be more robust to false
conclusions from statistical tests of local independence.

The amount of information in the output of the screening
algorithms depends on the sparsity of the true graph. How-
ever, even in examples with very little sparsity interesting
structural information can be learned.

We showed that the proposed algorithms have a compu-
tational advantage over previously published algorithms
within this framework. This makes it feasible to consider
causal learning in large networks with unobserved pro-
cesses. We obtained this gain in efficiency in part by out-
putting only the directed part of the causal structure. This
means that we may be able to answer structural questions,
but not questions relating to causal effect estimation.
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