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Figure 6: The top 10 items by the expected weight �i from
three of the 100 components discovered by our algorithm
for the New York Times data set.

A Exploratory analysis

The fitted HPF model can be explored to discover latent structure
among items and users and to confirm that the model is captur-
ing the components in the data in a reasonable way. For exam-
ple, in Figure 6 we illustrate the components discovered by our
algorithm on the news articles in the New York Times. The illus-
tration shows the top items—items sorted in decreasing order of
their expected weight �i—from three of the 100 components dis-
covered by our algorithm. From these, we see that learned compo-
nents both cut across and differentiate between conventional top-
ics and categories. We find that multiple business-related topics
(e.g., self help and personal finance) comprise separate compo-
nents, whereas other articles that appear across different sections
of the newspaper (e.g., business and regional news) are unified by
their content (e.g., airplanes).

B The variational algorithm

Given an observed matrix of user behavior y, we would like
to compute the posterior distribution of user preferences ✓uk,
item attributes �ik, user activity ⇠u and item popularity ⌘i,
p(✓,�, ⇠, ⌘ | y). Our derivation of the variational algorithm for
HPF makes use of general results about the class of conditionally
conjugate models [11, 16]. We define the class, show that HPF is
in the class, and then derive the variational inference algorithm.

Complete conditionals. Variational inference fits the variational
parameters to minimize their KL divergence to the posterior. For
the large class of conditionally conjugate models, we can easily
perform this optimization with a coordinate-ascent algorithm, one
in which we iteratively optimize each variational parameter while
holding the others fixed. A complete conditional is the condi-
tional distribution of a latent variable given the observations and
the other latent variables in the model. A conditionally conjugate
model is one where each complete conditional is in an exponential
family.

HPF, with the zui variables described in Section 2.2, is a condi-
tionally conjugate model. (Without the auxiliary variables, it is
not conditionally conjugate.) For the user weights ✓uk, the com-
plete conditional is a Gamma,

✓uk |�, ⇠, z, y ⇠ Gamma(a+

P
i zuik, ⇠u +

P
i �ik). (3)

The complete conditional for item weights �ik is symmetric,

�ik | ✓, ⌘, z, y ⇠ Gamma(a+

P
u zuik, ⌘i +

P
i ✓uk). (4)

These distributions stem from conjugacy properties between the
Gamma and Poisson. In the user weight distribution, for example,
the item weights �ik act as “exposure” variables [9]. (The roles
are reversed in the item weight distribution.) We can similarly
write down the complete conditionals for the user activity ⇠u and
the item popularity ⌘i.

⇠u | ✓ ⇠ Gamma(a0
+Ka, b0 +

P
k ✓uk).

⌘i |� ⇠ Gamma(c0 +Kc, d0 +
P

k �ik).

The final latent variables are the auxiliary variables. Recall that
each zui is a K-vector of Poisson counts that sum to the observa-
tion yui. The complete conditional for this vector is

zui |�, ✓, y ⇠ Mult
✓
yui,

✓u�iP
k ✓uk�ik

◆
. (5)

Though these variables are Poisson in the model, their complete
conditional is multinomial. The reason is that the conditional dis-
tribution of a set of Poisson variables, given their sum, is a multi-
nomial for which the parameter is their normalized set of rates.
(See [20, 5].)

Deriving the algorithm. We now derive variational inference for
HPF. First, we set each factor in the mean-field family (see Sec-
tion 2.2) to be the same type of distribution as its complete con-
ditional. The complete conditionals for the item weights �ik and
user weights ✓uk are Gamma distributions (Equations 3 and 4);
thus the variational parameters �ik and �uk are Gamma parame-
ters, each containing a shape and a rate. Similarly, the variational
user activity parameters u and the variational item popularity pa-
rameter ⌧i are Gamma parameters, each containing a shape and a
rate. The complete conditional of the auxiliary variables zuik is a
multinomial (Equation 5); thus the variational parameter �ui is a
multinomial parameter, a point on the K-simplex, and the varia-
tional distribution for zui is Mult(yui,�ui).

In coordinate ascent we iteratively optimize each variational pa-
rameter while holding the others fixed. In conditionally conjugate
models, this amounts to setting each variational parameter equal
to the expected parameter (under q) of the complete conditional.
4 The parameter to each complete conditional is a function of the
other latent variables and the mean-field family sets all the vari-
ables to be independent. These facts guarantee that the parameter
we are optimizing will not appear in the expected parameter.

For the user and item weights, we update the variational shape
and rate parameters. The updates are

�uk = ha+

P
i yui�uik, b+

P
i �

shp
ik /�

rte
iki (6)

�ik = hc+
P

u yui�uik, d+

P
u �shp

ik /�rte
iki. (7)

These are expectations of the complete conditionals in Equa-
tions 3 and 4. In the shape parameter, we use that the expected

4It is a little more complex then this. For details, see [16].



count of the kth item in the multinomial is Eq[zuik] = yui�uik.
In the rate parameter, we use that the expectation of a Gamma
variable is the shape divided by the rate.

For the variational multinomial the update is

�ui / exp{ (�shp
uk)� log �rte

uk + (�shp
ik )� log �rte

ik}, (8)

where (·) is the digamma function (the first derivative of the log
� function). This update comes from the expectation of the log of
a Gamma variable, for example Eq[log ✓uk] =  (�

shp
nk)�log �rte

nk.


